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ABSTRACT

The efficient and accurate logistics scheduling problem has become the
bottleneck that impedes the e-commerce development of China. Cloud-
based logistics can achieve resource sharing and centralized logistics
scheduling, which is expected to fundamentally solve the problems
encountered in logistics scheduling. However, the current research about
cloud logistics scheduling is only the beginning. Most methods based
on exact algorithms and heuristic scheduling algorithms are time-
consuming and inefficient while efficient scheduling algorithmisrel atively
scarce. Thisarticletakes cloud logistics scheduling problem asaNP-hard
problem with multi-constraint and multi-objective decision making and
establishes a multi-objective optimization cloud logistics scheduling
model. K-meansalgorithmisused to cluster largeand complex distribution
network, but due to the load balancing problem in practical application,
we use WK -means cluster which take the weight asan external constraints
to balance the workload between each cluster. Large-scale VRP problem
will eventually be divided into point-to-point TSP problem which we can
use the branch-bound to solve and optimize. Simulation results show that
the proposed scheme is more accurate and efficient than the existing
typical heuristic scheduling method.
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INTRODUCTION

With the devel opment of global e-commerceand
popul ation growth of online shopping, many issues of
logistics scheduling such asinformation, resources,
scheduling and transportation, have becomeincreas-
ingly prominent. These problems have affected the
online shopping environment, e-commerce enterprises,
and even the National economic devel opment pro-
cess'y,

Traditional logistics service platform often needs

alot of manpower and material resources of many
typesof businessesthat areinvolvedinthelogistics
industry chain, and because of theinformationisola
tion of each enterprisg, it’s difficult to seamlessly share
the dataand resources, resulting inthe overall logis-
ticsindustry chain serviceinefficiency. With theemer-
genceof cloud computing, logistics serviceplatform
based on cloud computing®? makestheresource shar-
ing andinformation servicelevel revolutionary change,
powerful promotes the development of the e-com-
mercelogisticsindustry, and maybe fundamentally
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solves the problems of various rolesthat are faced
with during production, transportation and consump-
tioninlogisticsindustry chain. Therefore, al kinds of
technical problemsabout cloud logistics have become
theresearch focusin theindustry and academiainre-
cent years.

In many key technol ogies needed to beresearched
incloudlogistics, cloud logistics scheduling problem
isone of the most core technology. Cloud logistics
technol ogy hasbrought new opportunitiesto many in-
dustries, especially logisticsenterprises. But how to
accurately deliver goods to every customer in the
shortest time, it needsascientific and effectivelogis-
ticsscheduling agorithm. LogisticsschedulingisaNP-
hard problem with multi-constraint and multi-objec-
tive decision making in nature. Logistics scheduling
based on cloud computing isalarge-scale VRP prob-
lem® dealing with alot of nodes at the sametime.
Currently to deal with such problem, there are Exact
agorithm, Classical heuristicsand Meta-heuristicsa-
gorithm. Thetime complexity of thesea gorithmsis
mostly O (n?). According to it, the VRP problem of
10000 nodesis expected to spend at least 100 hours.
So cloud logistics scheduling problem needsto find
the appropriateagorithm.

In this paper, we adopt the divide-and-conquer
method. K-meansalgorithmisused to cluster large
and complex distribution network, but dueto theload
balancing problem in practical application, we use
WK -meanscluster which taketheweight asan exter-
nal constraintsto bal ance the workload betweeneach
cluster. After clustering, large-scale VRP problemwill
eventually be divided into point-to-point TSP prob-
lem which we can use the branch-bound to solve and
optimize. In order to verify thevalidity of theago-
rithm, weusered latticedatadownload from TSPLIB
siteto smulatetest. Whileconsidering different nodes
distributionin different regions, it will simulate two
kinds of stochastic modelswhich aretheuniformdis-
tribution and Gaussian distribution. Thelocation of
nodesinthe uniform distribution model israndomly
generated, used to simulate normal scheduling prob-
lem. In Gaussian distribution model, thelocation of
nodesis concentrated around one center point. Itis
used to simulate scheduling problemsthat customer
nodesgather in severd cities. Simulation results show

that the proposed schemeis more accurate and effi-
cient than the existing typical heuristic scheduling
method.

CLOUDLOGISTICSSCHEDULING MODEL

Inthebackground of cloud environment, wedefine
thelarge-scdedoudlogisticsschedulingmodd : vehidles
start from awarehouse supply point to deliver goodsto
nnodes, thegod of optimizationistominimizethevaue
of delivery timeand unmet cargo quantity soasto es-
tablishthemodd.

In order to describe the optimization model, we
definethe symbolsbelow: D represents aset of cus-
tomer demand nodes, which containsthe coordinates
of each node, the distance between two nodes, and
each customer’s order quantity.

W, representsorder quantity for notek; W, rep-
resentstota order quantity; mrepresentsvehiclenum-

ber for transport; W, representsmaximum cargo ca-

pacity for each vehicle; U, represents unmet order
quantity for nodek; T, representsthedelivery timeto

K node; X, = {:I(;(i ) .is traversed by vehicle k
, ot herw se

So we can define the VRP model of cloud logistics

scheduling asfollows:

Min(d> U, +2> T,)

keD keD

STy
1) For load balancing, we need thevolume of trans-

port satisfy W, = V% asmuch aspossible;

2) Each vehicle can’t exceed the maximum cargo
capecitys 2. <Wha

3) Each node can only be accessed one

time2 X =1(VieD) > X, =1(vj D).

jeD ieD

4) After dischargeythevehiclemust leave, can’t stay
inthenode, ]EZD: Xy =2 X;(vie D).

jeD
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Generally described as:

Mn(D U + 1D T)

keD keD

ST.: W, =\M—tmd

2 W < W,

inj ={Vvi € D)
gxﬁ =1vj < D)
ix” = Z;)xji(w e D)

X, ={013,U, 20T, 20

1 'k =

W > O W, > OV, >0

ALGORITHM DESCRIPTION

The proposed dgorithmisdivided into two stages:
Usingweighted K-meansd gorithm* divides customer
nodesinto k classes on the basi s of the geographical
location and delivery cargo quantity in thefirst phase.
The second phaseisassigning task to k vehicles ac-
cordingto theclustering results, aiming at thiskind of
point to point TSP problem®, we use the branch-bound
agorithm to optimize the path of atransport vehicle.

WK-means

After dedingwiththedugering of large-scdenodes,
wehopeto achievethefollowing results:
1) Thereisno overlap andintersection between each
divided ares;
2) Nodesinonearearelatively concentrated, so that
eachvehiclewill savealot of transportationtime;
3) Everyvehicle’s freight amount is roughly same,
should not have been avehiclecarrying supplies
specia phenomenon of moreor less.
Input acollection D containing n customer nodes,

each nodeinwhich,weassumeasd,, d,,d,...... d,,

thetotal volumeis W, = > weight(d,) | if weassign
i=1
the goodsto k transportation vehicles, so each vehicle

Wn
need to transport the goods amount for W, = s
much aspossible.
Weneedtooutputk sets D, , D, , D, ...... D, , thecon-

BioTechnology — ammm—

ditionsmust besatisfied are:
1 DND,=d(i#jad1<i<k and1<j<k)
2 For D.(1<i<Kk),

W = ZWeight(d 1), d; € D yrepresentinga clus-
ter of goodsquantity whichisalsoavehicleload.

k
We hopeAW=,/Z(Wi ~W,,.)* get  the
i=1

minimumythe more small A\V iS, themorebdanced
thevehicleloadis.

Algorithm steps:

collection define

1) Firstof al, according to thenorma K-meansclus-
tering method, we choose k customer nodesd,, d,,
d,...... ,d _andformtheinitia cluster D, D,, D,

2) For theKI’atti cecollection composed of k two-di-
mensi ona weighted nodes, based on theweight w
and coordinates (x, y), we cal culate the wei ghted

center of massand totd weight of eachinitia duster:

DAY RALT
L '
e = , Wk

2%

i

oo ]
i€D,; Total weight: w, = Z W,

= »

>

i

3) Weighted classificationisthekey ideaof theclus-
tering method. Assuming that wenolonger takethe
ratio of 1:1 when comparing distance, but adopt
the measure method based on weight. For each
node, calc TR ‘
theduster:D, : d, = Ve ) t(}* ) y
iscalled weight attenuation coefficient. When =0,
it’s just the partition distance formula of normal K-
means cluster. Through thisformulawe can get k
weighted distancesd , d., d........d,, select the
smallest distanced,, and then corresponding node
d will beaddedtocluster D’ , after clustering al
nodes intheset D again, we get anew clustering
D”,D”,D”....... D”;

4) Recdculatingtheweighted center of massand tota

weight of each new clustering accordingto the step

2,

5) Repeat step 3 and 4, until the clustering conver-
gence, and output thefina clusteringresultsD,, D,

Hn Tudian Jounual
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Branch-bound algorithm

Accordingtotheclustering results, assigning task
tok s, every vehicle need to traverse all nodesin a
clugter, inwhichtherearemultiple pathsto choose, and
how to find out aroute having the minimum timeand
lowest costs, it can be boiled downto solving the TSP
(Traveling Sdesman Problem). Formalized description
for TSP problem: given aweighted directed graph G
(V, E), each directed edge (u, v) E, thereisaweighted
vaueC<u, v>.Weneedtofindashortestloopwhich
accesses each node once and only once, namely the
shortest Hamilton loop'®.

To remedy the above problem, we adopt branch-
bound dgorithm, pictorid instructions:

Figure 1 showsaweighted graph G = (V, E, w),
V={v|i=1,2,3......n}is vertex in the picture which can

Figurel: Directed graph path selection problem of eight
vertices

be seenasnodesineach cluster; E={<v,,v>|,v, v, i,
j=123...... n } is the edge collection; w is the weight
of edge, or point-to-point cost function. To find the
optimal path fromvertex v, to \/ under the constraint
condition of the shortest path and the least time, we
convert graphinto adjacency matrix which can bepath,
veniclespeed and transportation cost. Wedefine S, as
speed fromvertexitoj, D, asdistancefromvertex i to
|, astransport unit price from vertex i toj, W asthe
cost that customer can accept.

Assumptions

1) Everyvehiclemeetsall thegoodsof each node;

2) Allowingddiverytimedday;

3) Vehiclecanonly stay onceat each node;

4) EachVehicleisresponsibleforitsown clustering
task only, not allow acrossregions.
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Upper and lower boundsfunction:
= I)r':'
Lower bound: TN F =2 > SJ ;

i=1 j=1 2y

mn H

] 1

Upper bound: MAX G =W —=>">"P.D,.

i=1 j=1
i “ j E ‘V‘r ¥ \ST;H .} D:_ a E_. 2 O;
iy i J

According to the upper and lower bounds func-
tion, wecanfind out the optimal path. When sdlect the
extensiblechild nodesfrom head node, weinsert nodes
which consumetheleast timeinto queue head, followed
by nodes cost the least transportation, and make such
nodeslive, traversein sequence until weget the optimal
path.

Algorithm steps

1) Torepresent al thenodesof each clusteringinthe
form of adjacency matrix;

2) Lookingfor the child nodesfrom head node, and
insert head nodeinto the heap;

3) Todeterminewhether theheapisempty, if empty it
returns transport route; if not null, based on the
upper and lower boundsfunction, weinsert nodes
which consumetheleast timeintotheminimum hegp,
insert nodeswhi ch cost theleast transportation into
max heap, and remove child nodeswhich do not
conformtothe constraints,

4) Lookingfor thetarget node, if found the program
terminatesand return route. Otherwiseit turn back
to step 3.

SIMULATION RESULTS

Inorder to verify thevdidity of thedgorithm, con-
sdering different nodesdistribution in different cities,
wewill smulatetwo kinds of stochastic models, the
uniform distribution and Gaussan distribution. And we
comparethesmulationresultswith origina K-means
method and Two-level GeneticAlgorithm TGAC Al
of themaresmulated ontheMATLAB languagein 2
CPU, 1.86 GHz 2 GB environment. Nodes distribu-
tion dataarederived from TSPtesting caseof TSPLIB
dte.

Asshowninfigure2(a), thelocation of nodesinthe
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uniform distribution modd israndomly generated, used
tosmulatenorma scheduling problem. InGaussiandis-
tribution model, thelocation of nodesis concentrated
around one center point, asshowninfigure2(b), itis
used to simulate scheduling problemsthat customer
nodesgatherinseverd cities.

(a)Uniform disrribuﬁcu maodel (b) Gaussian distribution model

Figure2: Customer nodesdistribution model
Compared with normal K-meanscluster

Figure 3 showsthe s mulation resultsof WK-means
and normal K-means based on uniform distribution
mode. Fromthepicture, for uniform distribution moded,
using the WK -means clustering method i s superior to
K-meanscluster. Without considering theload balance,
the normal K-means method is easy to cause uneven
classification that acluster contains more nodes, an-
otherisless. Thusit will lead to the on-board resources
sguandered. Thisisclearly not what wewant.
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Figure3: Simulation resultsbased on uniformdistribution
modd
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Fgure4 showssmulation resultsbased on Gaussan
distribution modd. Duetothenodedistributionisrela
tively concentrated, so the clustering results of two
methodsarebascdly identicd, findly theoptimd paths
areamost thesame.

Compared with TGAC algorithm
Figure 5 and figure 6 show the simulation results

compared with TGAC agorithm™ based on uniform
distribution model and Gaussian distribution moddl. It
can be seen fromfigure, the optimal path graph calcu-
lated by TGAC algorithm is chaos, crossed and un-
even, many adjacent nodes are assigned in different
trangport tasks, especidly inlarge-scalelogistics sched-
uling based on cloud computing, thisdisadvantage will
be moreobvious. TGAC agorithm can’t meet our op-
timizationgod, distribution modd.
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Figure4: Simulation resultsbased on Gaussian distribu-
tion model

(a) Simulation results for WE-means  (b) Simulation results for TGAC

Figure5: Simulation resultsbased on unifor m distribution
model
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{a) Simulation results for WK-means (b} Stmulation results for TGAC
Figure6: Simulation resultsbased on gaussian

CONCLUSION

For large-scalelogistics scheduling problems, di-
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vide-and-conquer method can handle but low preci-
sion, while branch-bound method can get exact solu-
tion but high time complexity. Based onthis, this paper
designsan effectivelarge-scalelogistics scheduling a -
gorithm based on clustering and branch-bound method.
Sincetheorigina K-meansclustering method doesnot
takeinto account theload balancing problemin practi-
ca application, thispaper adopt akind of WK-means
cluster withweight asan externa constraints. Accord-
ingtotheactud situationinlogistics, each customer is
assigned to arespective weight, and when clustering,
theweight of each customer isseen asaconstraint con-
dition, sothat theweight of eech regionisroughly equd.
Finally large-scalelogistics problemiseffectively di-
vided to the optimal scale for using branch-bound
method. Thesolution lowersthetimecomplexity while
ggnificantlyimprovestheprecison of dedingwithlarge-
scalelogistics scheduling problems. It overcomesthe
disadvantageof timecomplexity and precisonthat gen-
erd agorithmscan’t meet at the same time. Finally the
smulation resultsprovethat the algorithm hasobvious
advantages compared with other agorithms, especidly
the more nodes, the more obvious advantages.
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