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ABSTRACT

Travelling Salesmen Problem (VRP) hasan important theoretical valueand
practical significancein mathematical and logisticsfield. It’s a typical NP-
Hard problem, and artificial intelligent (Al) Algorithm has been already
proven to be avery effect way in solving this problem. This paper carried
out the performance research on solving TSP by four typical Al algorithms
after in-depth analyzed the T SP and these four algorithms (genetic a gorithm,
particle swarm optimization algorithm, simulated annealing algorithm and
ant colony algorithm). Thispaper verified the TSP solving performance by
China travelling salesmen problem experiments and MATLAB
programming. The results showed that: considering the average iteration
time, SA < PSO< ACA <GA; considering the optimal route length,
GA<ACA<SA<PSO; and considering the iterative time to obtain optimal
route, SA<ACA<PSO<GA. © 2013 Trade SciencelInc. - INDIA

INTRODUCTION has been introduced.

Thereare plenty of waysto solve TSP, and it can
bedividedinto two partsin genera: Accurate solution
method and heuristicagorithm. But for largescae TSP,

efficient accurate solution method hasn’t appeared yet,

Travelling Salesmen Problem (VRP) isalways
considered asone of the most important theoretical
and practicd issuesin mathematica andlogisticsfield.

TSP hasalong story which wasfirst introduced by
Euler on the knight tour problem!¥. In mathematical
field, TSP is atypical NP-Hard problem, and the
computation scale grows expl osively asthe number
of nodesincrease. Inlogisticsfield, TSPisoneof the
most critical proceduresinlogisticsdistribution, and it
affectsthe efficiency and effectivenessinlogistics
operationsdirectly. Soit caught the attention of many
experts and scholars in mathematical, operation
research, computer scienceand logisticsfield assoon
asit wasproposed, and alot of effect solving methods

and the only way to solvethis problemisto construct
ahigh quality heuristic agorithm toidentify the sub-
optimal solution. In current academic, therearealot
of heuristic algorithmsused in solving TSP, and Al
agorithm hasbeen provento beeffective. Al algorithm
imitates and explains certain natural phenomenaor
process by formatting the stochastic search a gorithm
by building an internal search mechanism, and it
performswe | in solving combinatoria optimizationand
large non-deterministic polynomial complex
problemg34,
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THE DEFINITIONAND ITSSOLVING
METHODSCLASSIFICATION

Thedefinition of TSP

TSPisatypica combination optima problem, and
it belongs to NP-Hard problem, the conception
definition of thisissue can bedescribed as: Given aset
of n nodes and the distance
between each pair of nodes, find a path from node 1 to node
withminima distance, thesenode can bevisit and only
visit once. The mathematical description of thisissue
can be described as: Given a city
set ¢ = (cq, cq,unc, ) ANdthedistance set between

citiesd (¢, c;) e R, find an optimization path
T(€lnys Cogr s €, ) frOmM with minimal
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i=n-1
distance min \ﬁ
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theset (z,, 7., .., m,) transposefromset (1,2,...,n)".

: + d{f.'[: ’ c.-[]_ }, and
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Thesolving methodsclassification of TSP

Theacademic reseerchmethod on TSP optimization
carried out from the following 3 aspects: traditional
operation agorithms, loca heurigticdgorithmsandthe
gradualy separated Al agorithmg?.

Thefirgt research method used in TSP optimization
istraditiona operationresearch dgorithm. Amongthem,
Enumeration Algorithm, Lagrangian Relaxation
Algorithm, Graph Theory, Dynamic Programming
Algorithm, Branch and Bound Algorithm and Cutting
Plane Algorithm are the representationsg®. The
advantage of thesea gorithmsis capable of accurate
solving solutions, but aswe know about combination
optimal problem, with theincreasing of problem scale,
these algorithms will gradually out of action
(combinatoric explosion). So, as we can see, traditional
operation algorithmsamost can do nothingin solving
largescaled TSP,

Thecommon local heuristic dgorithmsare Two-
Stage Optimization Algorithm, Three- Stage
OptimizationAlgorithm, Steepest Descent Algorithm,
NewtonAlgorithm, and Lin Kernighan (L K) Algorithm.
Thesedgorithmshaveagood effectincalculatinglocd
optimal solutions of TSP in a short time, but the
disadvantage of thesealgorithmsareeasy tofdl into

local optimal solution.

With the developing of computer science,
Al algorithm has separated from heuristic algorithm
gradually and now it forms anindependent system of
solving method. Till now, there are many matured
Al algorithms, such as Ant Colony Algorithm (ACA),
GeneticAlgorithm (GA), Smulated Annealing (SA),
Tabu SearchAlgorithm (TS) Neurd Network Algorithm
(NN) and Particle Swarm Optimization Algorithm
(PSO). Theseagorithmsimitate and explain certain
natural phenomena or process by formatting the
sochastic seerchadgorithm by building aninterna search
mechanism, which provideanew ideain solving large
scaled and complicated problems, although these
algorithms cannot guarantee to obtain the optimal
solutionsinfinitetime, but thesub-solutionsareinthe
acceptablerange after sufficient verificationd”.

Now, themaost commonly used dgorithmsin solving
TSPareAl algorithm, among these, GA, PSO, SA,
and ACA are most commonly used. Therefore, this
paper carried out the performanceresearch on solving
TSPby these 4 typical Al algorithms, hoping makes
someconclusions.

THE4TYPICALAIALGORITHMS

Geneticalgorithm (GA)

GA was first introduced by Professor John H.
Holland and PHD in 1975, thisa gorithmisinspired by
Darwin’s biological evolutionary theory, it is a search
agorithm based on naturesdlection, surviva of the fittest
and geneticideainbiologica evolution, it belongsto
nonnumeric parald optimization a gorithm(™.

Take the example of TSP, f{x) represents the

optimal unction
i=n-1
min T' Pl T +d{cn.cx,) ,x IS a

i=1
vector-factor, which representsall the possiblevalues
of thevariablespace. INGA, f(x) generatesafitness
functiong(x) = F[ f(x) 1 afirs, andthefitnessfunction
must meet the following two conditions. the range
of g(x), Ve R+ ; gx) must be maximized when
obtain the optimal value. After all these settings, the
algorithm can be begun to cal culate and the specific
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sepsarelisted asfollows:

1) Determinethebasic parameters, whichincludethe
population size popsize , Crossover
probability p, , mutaion probability p_ andsome
other parameters.

2) Initidization: determineor randomly generatethe
inititepopulaionwith popsize Szeandcdculae
thefitnessvaueof eachindividud g, ;

3) Hybrid: randomly sdlect the chromosomefromthe
population, and exchange them according to the
crossover probability p, ;

4) Variation: randomly select thechromosomefrom
the population, and exchange them according to
themutation probability p,, ;

5) Reproduction: do reproduction operations by
cdculating eachindividua’s regeneration numbers,
based on theva ue of corresponding val ues.

6) Judgment: if theagorithm meetsthestoppingrule,
thenreturnthecorrespondingindividud , of highest
fitnessvaue; otherwise, re-execute step 3.

Particleswar m optimization algorithm (PSO)

PSO wasfirst proposed by K ennedy and Eberhart
in 1995, it isderived from the study on the foraging
behavior of theflock, thedgorithmissmpleand easy
toimplement, lessadjustable parameters, and hasbeen
extensvely studied and applied™. Similar to GA, PSO
isaso aniteration based optimizationtool, the system
initialized with aset of random solutionsby iterative
search. But thedifference between thesetwo a gorithms
isthat PSO hasno crossover and mutation operationin
its searching process. So, here we don’t repeat the
specific processsteps.

Simulated annealing (SA)

SA was first proposed by Metropolis et al. in
19539 andlaterin 1983, Kirkpatrick et dl. first applied
itin TSPoptimization™™. Itisderived fromthestudy on
theanneding processin solid substances. Thisd gorithm
iteratesfrom agiven sol ution and generates another
solution randomly, and the accept ruleallow the object
function deteriorationinalimited range. The processof
thisalgorithm equalsto a“generate new - Judgment -

to accept or discard” process. To solving TSP, the
specific steps can be described asfollows:
1) Initialization: Determine the initiate and end

BioTechnology o

“temperature” T and T, ,anedingspeed ; and
theinitiateroute ¢ = ¢, ;

2) Innerloop1:initiateanewrout c, within ¢, scope,
calculate the corresponding function value
of ¢, and, if thecorresponding function value of
c, IS smaller,c=c¢, or if

M :I = random(0,1 ) ,
thenc = ¢, ;othewise, c= ¢, ;

3) Inner loop 2: if satisfied the internal
circulation sampling stability criteria, then continue
next step; otherwise, re-execute step 2);

4) Externd loop 1: determine new parametersand if
the disturbance is accepted, then ¢ =, ;
otherwise € = ¢y ;

5) External loop 2: if the new valueisaccept, then
cool downthetemperaureand T = ¢ « T, ,finish
one cycle and start the next cycle; otherwise we
don’t cool down the temperature and ex-execute

step 2);
Ant colony algorithm (ACA)

ACA wasfirst proposed by Italian scholar Dorigo

M in 1991, itisanimitation of biological ant foraging

behavior; it performswell in solving combinatorial

optimization and large non- deterministic polynomia
complex problems, suchasTSP2. Insolving TSP, the
specific stepsof ACA arelisted asbelow:

1) Initialization: determine the ant
quantity m , heuristic indices 5 , Vvisibility
factor 5, pheromoneevaporaionrate , andthe
total quantity of pheromone ¢ inonecycle. We
make + =g , the corresponding cycle
index pnc=0 , Set the maximize cycle
index Nc,. - the initiate quantity of
pheromone r;(0)=constant and
the ar;(0i=0 ;

2) Start to iterate: each ant
k(k=12,..,m) Slectsthenextnode j by
probability pf(t) (seein formula 1) and put
node j intocurrent solution st;

T3 @] - [l

Efe}= 4 — = e
Hite= {Esullowed‘_.[‘.is't']n = mis(u]?
0

exp| —

if j€allowedy
otherwise (1)
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3) Calculatethelength L ik = 1,2,...m) of each
route searched by the ants, record the best current
solutions, and modify the pheromone according to
formulaz;

rﬁﬂ+1:’:(1—p)ﬂn't."-.'\tn(t.t-}-1)='l—p'ﬂ‘"-t!+;Atﬁ(t.(+l) 2

4) For each route ¢,y , make At;(0) =0
adnc=nc+1;

5) Judgment:if ne = ne,, ., »thenre-executestep
2); otherwise, output the best solutions.

NUMERICAL EXAMPLES

Data selection of theexamplesand algorithms

Theparametersof thisnumerica examplehavetwo
parts, including exampledataand d gorithm parameters.
To example data, we choose the Chinese Travelling
Salesman Problem with 31 cities, to agorithms’
parameters, this paper first carried out several
experiments to determine the best combination of
parameters, which listed asfollows:

4
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Figurel: Thesolvingresultsdiagramsof TSP solved by GA
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Figure 2 : The solving results diagrams of TSP solved by
PSO

ToGA: POPSIZE=100, p.= 0.85, P,= 0.05
and NCpax= 1000

To PSO: SIZE_POP=20,¢;=¢, =2 ,
POP_MXA=2, POP MIN=-2, V_MAX=0.5 and
V_MIN=-0.5

ToSAI T, =1000 ,¢ =09 , Topg =0.001
and L =200 ;

To ACAim=31 a=1 .,§=5 ,
p=03 ,Q=100 andNC_MAX=1000

Exampleresultsand analysis

After determine the combination of optimal
parameters, this paper carried out 15 times of each
algorithm and record the rel ated results, the specific
results can be seen asbellows:

()ToGA
Inthe 15timesexamples, the averagetimeof each

experiment is 193.6745 seconds, and the algorithm
obtain the optimal solution 15393.4848 kilometersat
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the 643 cycletime. So the averageiteration time of
each cycleis0.1936745 seconds, and theiterationtime
need to taketo obtain the optima solutionsis 124.5327
seconds. Thespecific can beseeninfigure 1.

(2)ToPSO

Inthe 15timesexamples, theaveragetime of each
experiment is76.8732 seconds, and theadgorithm obtain
the optimal solution 15967.5569 kilometersat the 519
cycletime. Sotheaverageiterationtimeof each cycle
150.0768732 seconds, and theiteration time need to
taketo obtain the optimal solutionsis39.8972 seconds.
The specificcan beseeninfigure 2.

(3ToSA

Inthe 15timesexamples, theaveragetimeof each
experimentis15.6141 seconds, and theadgorithmobtain
the optimal solution 15878.5475 kilometersat the 42
cycletime. Sotheaverageiterationtimeof each cycle
150.0156141 seconds, and theiteration timeneed to
taketo obtain the optimal solutionsis4.6842 seconds.
Thespecificcanbeseeninfigure3.
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Figure3: Thesolvingresultsdiagramsof TSP solved by SA
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(4)TOACA

Inthe 15timesexamples, the averagetimeof each
experiment is 174.4613 seconds, and the algorithm
obtain the optimal solution 15609.4771 kilometersat
the 44 cycle time. So the averageiteration time of
each cycleis0.1744613 seconds, and theiterationtime
need to taketo obtain the optimal solutionsis7.6763
seconds. The specific canbeseeninfigure4.
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Figure 4 : The solving results diagrams of TSP solved by
ACA
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TABLE 1: Theperformanceon solving TSP by these 4 Al
algorithm

. iteration
Average Iteration .
iteration : number time
" Optimal h when
IMe  routelength ~ WNen obtain
of obtain .
(KM) ) optimal
each cycle optimal .
(Second) solutions solutions
(Second)
GA 0.1936745 15393.4848 643 124.5327
PSO 0.0768732 15967.5569 519 39.8972
SA  0.0156141 15878.5475 42 4.6842
ACA 0.1744613 15609.477 44 7.6763
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Aswecan seefrom aboveresults, wecanintegrate
theresultsinto TABLE 1 whichislisted asbelow:

Aswe can see from TABLE 1, considering the
average iteration time, SA < PSO< ACA <GA;
considering the optimal route length,
GA<ACA<SA<PS0; and condderingtheiterdivetime
to obtain optimal route, SA<ACA<PSO<GA.

CONCLUSIONS

This paper carried out the performanceresearch
on solving TSPhy four typical Al agorithms after in-
depth analyzed the TSP and these four algorithms
(geneticdgorithm, partideswvarm optimizationagorithm,
smulated annedling agorithm andant colony agorithm).
The paper programsthe4 dgorithmsand smulatesthe
Chinese Travelling Sa esman Problemwith 31 cities.
Theresearch obtains certain findings, and theresults
showed that: consideringtheaverageiterationtime, SA
< PSO< ACA <GA; considering the optimal route
length, GA<ACA<SA<PSO; and considering the
iterative time to obtain optimal route,
SA<ACA<PSO<GA. Theinnovation of thispaper is
research theperformanceof these4typica Al dgorithms
and the shortcoming of thispaper iswith nodiscussion
between the performance and the numerical scale,
further research can be extend formthispoint.
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