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ABSTRACT 
 
In this paper, a structure-adaptive piece-wise linear segments representation of time series
is proposed. The algorithm can automatically produce the K piece-wise segments of time
series, which can approximate the original time series. The time series prediction method
based on support vector machine is proposed to predict coal price. The experiment results
show that each error index of our proposed algorithm is less than that of any other model.
The predictive accuracy is improved greatly, which can provide reference for pricing
mechanism of coal enterprises. 
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INTRODUCTION 
 
 Coal is main fuel for enterprises of iron and steel, the price of coal is important factor for 
enterprises to decide how to purchase fuel[1,2]. Basing on this background, predicting the price of coal 
is very necessary[3-5]. Recently the study on data mining of time series mainly concentrates on both the 
similarity search in a time series database and the pattern mining from a time series[6-9]. In the time 
series similarity search, due to the high dimensionality of the data, an efficient technique for the 
similarity computation is very anxious. In the pattern mining the trend prediction is a new domain. It 
extracts the static attributes from a time series that are the most important predicting attributes. 
Those attributes can be created a static database. Then, a high generalized classification technique can 
be used to mine rules from the time series. The definition of similarity between object and measure 
research is of great significance in the fields of statistical theory, machine learning and data mining and 
so on. In the time series data mining research, similarity search is an important research content, this is 
mainly driven by a practical need. 
 In the similarity research, an efficient representation is a key of descreasing the burden of the 
similarity computation. In this paper, we present a structure-adaptive piece-wise linear segments 
representation of time series. The algorithm can automatically produce the K piece-wise segments of 
time series, which can approximate the original time series. 
 The paper is organized as follows. In the next section, A structure adaptive segmented 
linearization description method is given, including structure adaptive time series segmented 
linearization description and time series similarity measurement. In Section 3, the time series 
prediction method based on support vector machine[10-16] is proposed. In Section 4, in order to test the 
performance of proposed algorithm, coal price is predicted using four algorithms. Finally, we conclude 
our paper in section 5. 
 

A STRUCTURE ADAPTIVE SEGMENTED LINEARIZATION DESCRIPTION METHOD 
 
Structure adaptive time series segmented linearization description 
 Piecewise linearization is that the data of time series can be divided into linear sequence, which 
is made up of a series of approximate straight line to replace the original raw data. The key problem of 
piecewise linearization is how to select the appropriate number of segments K  of straight line, using 
the K  line segment to approximate the original time series. If K value is too small, it will lose useful 
information. On the contrary, if the K  value is too large, it will produce too many redundant 
information. This problem is solved as follows.  
 If time series S  has n  number of points and each value of S is function of time, then S  can be 
expressed as  
 

( )tS y t=  1, 2, ,t n= L  (1) 
 

 ( , ( ))i it y t  represents landmark, ( ) | 0
it t

dy t
dt = = . Time sequence points between two landmarks can 

be estimated by straight line. 
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 The approximation error set of this area is { , 1, 2, , }j j Mβ = L  and M represents the number of 

( )y t  between it  and 1it + . 
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 The approximation error of the whole straight line segment is 
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Figure 1 : The original time series model 
 
 In order to test the effectiveness of artificial time series, the original time series model is shown 
in Figure 1, model with additive Gaussian noise is shown in Figure 2 and piecewise linearization result 
of artificial time series is shown in Figure 3. 
 

 
 

Figure 2 : Model with additive Gaussian noise 
 

 
 

Figure 3 : Piecewise linearization result of artificial time series 
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Time series similarity measurement 
 After piecewise linearization, the original time series will be composed of a series of 
approximate straight segment end to end. A original time series not divided is labeled by capital English 
letters, such as S. After the piecewise linearization, time series is represented by boldface capital 
English letters S, the length of which is K and it contains four variables, STL, STR, SYL, SYR. The i-th 
straight line is represented by the left end (STLi, SYLi) and the right end (STRi, SYRi). A time series can be 
represented by the function ( )y t , all kinds of deformation can be roughly defined as the following. 
 (1) ( ( )) ( ) ( )NO y t y t e t= + , ( )e t  represents random noise. 
 (2) Shifting operation is ( ( )) ( ) sSH y t y t C= + , sC  represents a constant. 
 (3) Amplitude scaling is ( ( )) ( )AAS y t c y t= , Ac  represents a positive constant. 
 (4) Time scaling is ( ( )) ( )tTS y t y c t= , tc  represents a positive constant. 
 (5) Linear drift is ( ( )) ( ) ( )LD y t y t L t= + , ( )L t  represents linear equation. 
 Below based on piecewise linearization we will define a simple formula of similarity 
measurement, the formula is not sensitive to deformation. Time series after segmentation is S is 
normalized, the value of which is between -1 and +1. The value of some end is Y , after normalization it 
is  
 

min max

max min

2

2

Y YY
Y Y Y

+
−

=
−  (5) 

 
 min min( , )Y SYL SYR= , max max( , )Y SYL SYR= . Similarity distance formula between time series A 
and B is defined as follows. 
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 The formula meets the following inequality defined in accord with the distance. 
 

( , ) ( , )D A B D B A=  (7) 
 

( , ) 0D A B ≥  (8) 
 

( , ) 0D A A =  (9) 
 
 If ( , ) 0D A B = , it means A B=  or A  is similar to B . 
 

THE TIME SERIES PREDICTION METHOD BASED ON SUPPORT VECTOR MACHINE 
 
 According to Takens principle, the time series is { | 1,2, , }tx t M= K , which is can be expressed 
as ( 1)( , , , )t t t t dX x x xτ τ− − −= K . d  represents dimension and τ  represents delay time. The following 
mapping F  can be get. 
 

: d dF R R→  
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 It meets ( )t p tX F X+ = . tX  is a vector of d dimension, which represents the current state. p  
represents forward prediction step length, and F  represents predictive model. 
 

( 1)( , , , )t p t t t dx f x x xτ τ+ − − −= K  
 
 f  represents a mapping from a state of d dimension to a real number. 
 

: df R R→  
 
 Use the known training samples, we can predict the support vector machine. The one step 
predictive model of support vector machine at time t  is 
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 ( 1)( , , , )

lt t t t dX x x xτ τ− − −= K and L  represents the number of points. 

 $
1( 1) 1 1 ( 1)( , , , )tl t t t dX x x xτ τ++ + − + − −= K . The prediction of 2t +  point is 
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 The predictive model of the p step is 
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 p  represents the predictive step and $
1( 1) 1 1 ( 1)( , , , )t pl t p t t p dX x x x τ+ −+ − + + − − −= K . After ( , )K u v  is 

chosen, training samples can be used to train support vector machine and λ  is obtained. 
 

EXPERIMENT AND ANALYSIS 
 
 Average price of coal from year 1990 to year 2004 is shown in TABLE 1. The proposed predictive 
method is used to predict the coal price from year 1994 to year 2004. Observed value and predictive 
value is shown in TABLE 2. The line chart of observed value and predictive value is shown in Figure 4. 
Predictive result of linear regression model, ARMA model and three exponential smoothing is shown in 
TABLE 3. Evaluation index of predictive effect of four algorithms are shown in TABLE 4. 
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TABLE 1 : Average price of coal of each year 
 

Year GDP(trillion) GDP increasing rate(%) Average price of coal(ton/yuan) 
1990 1.85479 3.8 69.61 
1991 2.16178 9.2 74.75 
1992 2.66381 14.2 68.34 
1993 3.46344 13.5 130.61 
1994 4.67594 12.6 116.76 
1995 5.84781 10.5 128.88 
1996 6.78846 9.6 165.00 
1997 7.44626 8.8 166.60 
1998 7.83452 7.8 160.20 
1999 8.20675 7.1 143.98 
2000 8.94681 8 139.69 
2001 9.73148 7.5 150.59 
2002 10.51723 8 162.00 
2003 11.72519 9.3 174.98 
2004 15.9878 9.5 207.06 
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Figure 4 : The line chart of observed value and predictive value 
 

TABLE 2 : Observed value and predictive value 
 

Year Observed value Predictive value 
1994 116.76 101.30 
1995 128.88 107.65 
1996 165 174.43 
1997 166.6 181.69 
1998 160.2 149.44 
1999 143.98 167.74 
2000 139.69 136.61 
2001 150.59 166.10 
2002 162 150.25 
2003 174.98 167.09 
2004 207.06 178.71 
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TABLE 3 : Predictive value of three models 
 

Year Observed value 
Predictive value 

Linear regression model ARMA model Three exponential smoothing 
1994 116.76 120.73 101.30 137.24 
1995 128.88 135.04 107.65 120.43 
1996 165 146.23 174.43 144.25 
1997 166.6 145.02 181.69 148.92 
1998 160.2 138.74 149.44 150.53 
1999 143.98 123.08 167.74 121.25 
2000 139.69 148.45 136.61 157.36 
2001 150.59 146.19 166.10 164.09 
2002 162 179.45 150.25 168.68 
2003 174.98 193.44 167.09 180.09 
2004 207.06 225.81 178.71 198.32 

 
TABLE 4 : Evaluation index of predictive effect 

 
Predictive model SSE MSE MAE MAPE MSPE 

Linear regression model 2861.992 4.86 14.61 0.0909 0.0299 
ARMA 2940.756 4.93 14.76 0.0961 0.0321 
Three exponential smoothing 2485.741 4.53 13.76 0.0927 0.0314 
Support vector machine 279.952 1.52 3.39 0.0225 0.0098 

 
 It can be seen that each error index of our proposed algorithm is less than that of any other 
model. The predictive accuracy is improved greatly, which can provide reference for pricing mechanism 
of coal enterprises. 
 

CONCLUSION 
 
 In this paper, we present a structure-adaptive piece-wise linear segments representation of 
time series. The algorithm can automatically produce the K piece-wise segments of time series, which 
can approximate the original time series. Then the time series prediction method based on support 
vector machine is proposed. In order to test the performance of proposed algorithm, coal price is 
predicted using four algorithms. The results shown that the proposed algorithm has high predictive 
accuracy. 
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