Study on examination center scheduling problem based on genetic algorithm and simulated annealing algorithm
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ABSTRACT

A new hybrid flow shop scheduling problem is studied, which is abstracted from the physical examination centre. The problem is characterized by multi-stage unrelated parallel rooms and continuous examination. Firstly, the math model of this hybrid scheduling problem is constructed. And then the computation method of examination period is given. In order to keep examining continuously, the examination period is obtained through reversely pushing from the examination scheduling problem with multi-stage unrelated parallel rooms and examining interruption. Then the scheduling results are obtained based on genetic algorithm and simulated annealing algorithm (GASA). Function objective of the proposed method was to minimize the examination period. Finally, scheduling results based on two cases show that the method proposed in this paper is effective and feasible.
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INTRODUCTION

In recent years, with the improvement of person's living standard, they pay more attention to health care. But when they go to the physical examination center, they usually wait for long time because of the limited resources of the physical examination center, so the satisfaction will be decreased. The less person have to wait, the better is the person experience. According to the examination process, some examinations must be checked first, such as drawing blood, and so on. The examination process scheduling can be equated to a no-wait hybrid flow shop scheduling problem. In order to shorten the waiting time, it is assumed to be a no-wait hybrid flow shop scheduling problem.

Hybrid flow shop scheduling problem (HFSP) is extended based on classical flow shop scheduling, in which the parallel machines are considered. Due to its application in petroleum, chemical engineering, metallurgy, and rail transportation, HFSP has been widely studied by many researchers\(^1\)[1-11]. Liang et al.\(^1\) proposed a dynamic multi-swarm particle swarm optimizer for solving the blocking flow shop scheduling problem with the objective to minimize make-span. Rashidi et al.\(^2\) addressed the hybrid flow shop scheduling problems with unrelated parallel machines, sequence-dependent set up times and processor blocking to minimize the make-span and maximum tardiness criteria. Akhshabi\(^3\) proposed a particle swarm optimization algorithm based on memetic algorithm that hybridizes with a local search method for solving a no-wait flow shop scheduling problem. The bi-objective hybrid flow shop problem with sequence-dependent set up times and limited buffers was mentioned\(^4\). In that environment, there are limited buffer spaces between any two successive stages; thus, maybe there is not enough room for queues of jobs that are waiting in the system for their next operations.

For some flow shop scheduling problems, the operations of a job have to be processed continuously from start to end without interruption. That is, once, the first operation is processed over on one machine, then transported to another machine to process the next operation till finish the last operation. Such flow shop scheduling problems are called no-wait flow shop scheduling problems\(^4\)[4-5]. Pan et al.\(^6\) proposed an ant-colony heuristic algorithm for the no-wait flow shop problem with make-span criterion. A permutation was constructed according to trail intensities and solution best so far and a local search based on multi-insert. SONG and TANG\(^7\), for the no-wait constraint between two sequential operations of a job, designed the no-wait algorithm of grading, and the number restriction of machines was embedded into the algorithm. On this basis, the discrete particle swarm optimization (DPSO) algorithm was proposed for the first time to solve such problems. PAN et al.\(^9\) developed a speed-up method with the computational complexity for calculating the make-span of a permutation, and presented a discrete particle swarm optimization algorithm for solving no-wait flow shop scheduling problem. Bassem et al.\(^10\), proposed a hybrid genetic algorithm to minimize the make-span and the total flow time in the no-wait flow shop scheduling problem. The variable neighborhood search was used as an improvement procedure in the last step of the genetic algorithm.

In this paper, the optimization of the no-wait hybrid flow shop scheduling problem with multi-stage unrelated parallel machines (NWHFSP-UPM) is investigated based on genetic algorithm and simulated annealing algorithm (GASA). The objective is to plot a processing routing for each person, and to find a permutation of person that minimizes the maximum completion time of the physical examination center.

SCHEDULING MODEL

Problem Description

NWHFSP-UPM corresponds to the physical examination center can be defined as follows: \(n\) person are to be scheduled on \(p\) stages, and each person has the same \(p\) examinations. Each examination is specified by the required rooms and the checking time. Each stage involves \(m_j\) examination rooms, and the person checking time is unrelated on different rooms of the same stage. The examination of each person has to be checked without interruptions between consecutive rooms. Following assumptions are considered for NWHFSP-UPM:

- Person are available at zero time;
- Person checking cannot be interrupted;
- At least one stage exists parallel machines;
- Parallel rooms on the same stage are unrelated in capability and checking rate;
- Each room can check only one person at the same time;
- Each person must be checked on each stage, but the checking room is randomly;
- The checking time of each person examination is pre-specified;
- One person cannot be checked on more than one room at the same time;
- Rooms are available for examining at a stage immediately after examining completion at the previous stage.

Mathematical Model

The scheduling objective is:

\[
\min Z \quad (1)
\]

Constrained conditions:

1) the last examination of person \(i\)

\[
T_{ijk} \leq Z \quad (2)
\]

2) the non-last examination of person \(i\)
3) Examination of person \(i\) and person \(q\) in the stage \(j\) both need checking in the room \(k\)
\[
T_{ijk} - T_{qjk} \geq t_{ijg}; \quad (4)
\]
\[
T_{qjk} - T_{ijk} \geq t_{qjk}; \quad (5)
\]
4) It is necessary to ensure that only one parallel room is selected on each stage for every person
\[
\sum_{k} X_{ijk} = 1 \quad (6)
\]
5) Any examination of person \(i\) on the room \(k\)
\[
T_{ijk} > 0; \quad (7)
\]
where, \(Z\) is the total completing time of the scheduling, and \(Z = \max\{C_i, C_1, \ldots, C_n\}; \ C_i\) is the completion time of person \(i\). \(i\) represents one person, \(i = 1, 2, \ldots, n\); \(m_j\) is the parallel machine number of each stage, \(j = 1, 2, \ldots p\), \(p\) is the total number of stage; \(t_{ijk}\) and \(T_{ijk}\) represents checking time and completion time of person \(i\) for its \(j\)th examination on room \(k\). Equation (2) is a natural constraint to ensure that last examinations should be completed before make-span; (3) is to ensure examination \(j-1\) on machine \(g\) precedes the next examination \(j\) on machine \(k\) for the same person, and there is no interruption between examination \(j-1\) and examination \(j\); (4) and (5) are to ensure that each machine can check at most one person at a time; (4) denotes that examination \(j\) of person \(q\) precedes examination \(j\) of person \(i\) on the machine \(k\); (5) denotes the opposite processing sequence; (6) denotes that on each stage, each person can be checked on at most one room at any time; (7) is to ensure the completing time of any examination of person \(i\).

Computation of examination period

The computation formulas of completing time for NWFS(no-wait flow shop) are given by researchs [8-9]. But the examination period in this paper can’t be computed with above formulas, because there are unrelated parallel examination rooms. The comparison graphs between NWFS and NWHFSP-UPM are given in Figure (1) and Figure (2). In NWFS, where \(d_{ij}\) is the difference between finishing time of job \(i\) and starting time of its adjacent job \(j\), \(R_2\) and \(R_2'\) are the parallel examination rooms in the same stage. Because of the parallel machines, the period of NWHFSP-UPM is bit shorter than that of NWFS.

![Figure (1). The scheduling of NWFS](image1)

![Figure (2). The scheduling of NWHFSP-UPM](image2)

Due to NWHFSP-UPM is a special case in hybrid flow shop problem with unrelated parallel machines(HFSP-UPM), the examination period can be computed through HFSP-UPM.

The computation of examination period:

Step 1 In stage 1, select the first starting person, if there are the parallel persons, then choose the person with short examination time.

Step 2 After selecting the person, then in the last stage, searching for the ending time of the person.

Step 3 Set \(i=1\)

Step 4 Computing the starting time of the person reversely push from the end time of last stage.

Step 4.1 If \(c_{i(j-1)k} \leq s_{ijg}\); 
then \(c_{i(j-1)k} = s_{ijg}; \ (j = p, p-1, \ldots, 1)\)
Repeat step 4.1, compute the starting time of person \( i \) from stage \( p \) to stage 1.

Step 4.2 If \( c_{i(j-1)k} > s_{jg} \) when \( j = h; (2 \leq h \leq p) \)

then \( s_{jg} = c_{i(j-1)k} \) \( ; (f = h, \cdots, p) \)

Repeat step 4.2 until \( s_{jg} \) to \( s_{ipg} \) are all replaced, then go to step 4.1.

Step 5 Update \( i = i + 1 \), if \( i > n \), go to step 6; otherwise, in stage 1, select the next starting person, if there are the parallel persons, then choose the person with short examination time, and go to step 2.

Step 6 Stop and output the final sequence and starting time and examination period.

where \( k \) and \( g \) are the parallel examination rooms or the same rooms in the same stage.

GASA

There are a lot of studies in the literature which use genetic algorithm and simulated annealing algorithm for the job shop and flow shop scheduling problems\(^{(2,10-11)}\). In theory, GA and SA are both based on probability distributions. SA is a generic probabilistic meta-heuristic for global optimization that locates a good approximation to the global maximum/minimum of a given function in a large search space. It is usually much more efficient than the exhaustive brute-force search for such search. SA reaches an almost zero probability jumping phenomenon through endowing a key time variety in searching, and avoiding converging to a local optimum and attaining total optimization. GA realizes optimization through population generic operation based on survival of the fittest. GASA hybrid algorithm is good for searching for an optimum process, enhancing whole and local search ability and efficiency; it has excellent search ability, efficiency and high reliability. The flow chart of GASA is given is Figure (3).

![Flow chart of GASA](image-url)
• Create initial population and fitness function. The initial population is generated at random. The larger is the population size, the easier optimal result can be found. The computation time of computer is proportional to the population size.
• Crossover operation: The crossover operation is the most important operation in genetic algorithm. It produces new individuals from the selected parents, in order to obtain better results. The crossover probability is the basic parameter in the crossover procedure. It is a parameter deciding how many chromosomes will be performed crossover. Before the operation, divide population into K sub-populations (4 sub-populations in this paper): select the optimum individual in each sub-population and crossover with other individuals until producing K new populations, then select the best individual. Adopt MPPX, MGOX, MGPMX1, and MGPMX2 in simulation, which can make the population have obvious diversity.
• Selection. Select optimum chromosome between offspring chromosome produced by crossover in different sub-population and parent. Too much selection may induce algorithm finishing prematurely, and not enough selection may induce slow convergence of the algorithm.
• Mutation: This operation helps the algorithm to escape from a local optimum by the process of diversification. It introduces new genetic structures in an individual by a random modification of its string. INV mutation is used to produce small perturbations on chromosomes.
• Metropolis sample process. The stochastic rule, in which the probabilistic decision is made to prevent the optimization process from sticking at a possible local minimum, is the main idea behind simulated annealing. The probability of accepting a new individual under the circumstances: \( \min \{1, \exp(-\Delta/t)\} > \text{random}[0,1] \) (here \( t \) denotes the temperature, \( \Delta \) denotes difference of aim value between new and old). Initially, the temperature \( t \) is high enough permitting many deteriorative moves to be accepted, and then it is lowered at a low speed of rate to the point which the inferior moves are approximately rejected. This algorithm sequentially and slowly investigates the possible neighbors in each temperature in order to find the best solution.
• Enhancing memory ability: In order to avoid losing the current optimum solution in the search process, save the current optimum solution through adding memory.
• Cooling scheme: Exponential cooling, \( t_k = \lambda t_{k-1} \), and \( \lambda = 0.9 \) in simulation.
• Criterion of temperature changing and algorithm termination: In order to adapt dynamic variety of algorithm performance, pay attention to optimum and time performance, adopt two criteria of temperature changing and algorithm termination. In the optimizing process, if the optimum value remains constant through 30 eras then start cooling; if the optimum value remains constant through cooling 30 iterations then stop searching, the optimum value is the solution.
• Due to there are parallel examination rooms, the examination room which has earlier ending time is selected optimally.

**CASE STUDY**

Case 1

In order to test the validity and feasibility of GASA and the method proposed in this paper, one case in [13] is applied. There are three stages, in each stage, the quantity of parallel machines is 3, 2, 4, respectively. The performance of parallel machines is unrelated. The detailed information of jobs and machines are given in table 1. Firstly, the GASA algorithm is tested and compared with GA[14], SFLA[15], and EDA[13]. The scheduling results are obtained based on GASA with minimizing the scheduling period as function objective. The algorithm parameters are that population size is 100, crossover rate is 0.8, mutation rate is 0.01. The results are given in table 2. The results correspond to the HFSP-UPM.

<table>
<thead>
<tr>
<th>Job</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

**TABLE 1: Processing information of jobs**

---
From Table 2, it shows that not only GASA has better solutions than conventional GA and SFLA, but also the stability of GASA is much better than that of GA. The optimal solution can be found $Z=23$. Compared with EDA, the results performance of GASA is roughly equivalent to that of EDA. The validity and feasibility of GASA has been verified. And then the scheduling of NWHFSP-UPM is tested based on the math model and the computation method of period proposed in this paper. The case is the same as above example. The comparison Gantt graphs between HFSP-UPM and NWHFSP-UPM are given in Figure (4) and Figure (5), respectively. The optimal result of NWHFSP-UPM is 23. Due to the operations of a job have to be processed continuously from start to end without interruption, usually, the idle time of machines is longer than that of HFSP-UPM in Figure (4). From Figure (4), it shows that stage 2 is the bottle neck during the processing. Due to the processing sequence of jobs on stage 2 in Figure (5) is the same as that in Figure (4), the production period are both 23, there is no idle time on stage 2 once the operation starting. One of the suboptimal results of NWHFSP-UPM is given in Figure (6), the result is 24. The result is bit longer than that in Figure (5), the reason is that there is idle time on bottle neck stage2, that is, there is idle time on machine 4 and machine 5.

The unrelated parallel machines lead to the different results in Figure (5) and in Figure (6). For example, for job 8, the processing time are 3 and 4 on machine 1 and machine 3, respectively. Although the processing time is short on machine 1, the starting time and finishing time of job 8 is later in Figure (6) than that in Figure (5). Except job 8, the processing sequences of other jobs are same. Due to the operations of all jobs have to be processed continuously from start to end without interruption, the result in Figure (6) is bit longer than that in Figure (5). The reason is the scheduling of job 8 on stage 1.

### Table 2: Scheduling results and comparisons

<table>
<thead>
<tr>
<th>No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>30</td>
<td>27</td>
<td>26</td>
<td>27</td>
<td>29</td>
<td>27</td>
<td>26</td>
<td>27</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>SFLA</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>EDA</td>
<td>23</td>
<td>24</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>GASA</td>
<td>23</td>
<td>23</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
</tbody>
</table>

Figure (4). Gantt graph of HFSP-UPM

Figure (5). Gantt graph of NWHFSP-UPM
Case 2

In order to further test the effectiveness of the proposed approach, another case of examination center is tested in this section. There are three stages, in each stage, the parallel examination rooms is 2, 3, 2, respectively. The examination time of each person in different room is different. The examination time is unrelated among the parallel rooms. It related with person and doctors. The results can be represented as a Gantt chart, which depicts the starting and ending time of all examinations on each examination room. The data and schedule are provided in table 3.

According to the math model and the computation method of examination period, the scheduling results are obtained based on GASA with minimizing the examination period as function objective. The algorithm parameters are that population size is 100, crossover rate is 0.8, mutation rate is 0.01. The results of NWHFSP-UPM and HFSP-UPM are given in Figure (7) and Figure (8).

In Figure (7) and Figure (8), the basic data of examination centre and persons is same, but the examination period in Figure (8) is shorter than that in Figure (7). The examination sequences of persons are all same in Figure (7) and Figure (8), but due to the examinations of a person have to be examined continuously from start to end without interruption in Figure (7), the idle time in Figure (7) is longer than that in Figure (8). From Gantt graph (7) and (8), it shows that the bottle neck is stage 1.

**TABLE 3: The examination information of person in different stages**

<table>
<thead>
<tr>
<th>Person</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>R2</td>
<td>R3</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

**Figure (7). Gantt graph of NWHFSP-UPM**
CONCLUSION

In this paper, according to the practical examination demand of examination centre, a no-wait hybrid flow shop scheduling problem with multi-stage unrelated parallel machines (NWHFSP-UPM) is studied. The math model considered the examination continuity is constructed. The examining time in parallel rooms is different according to the conditions of persons and doctors. The evolution of examination sequence decision can be obtained using a GASA with examination period as the criterion based on the computation method of examination period. When these factors are considered during examination scheduling, generally, a more effective schedule can be obtained. Testing and analyzing the performance of scheduling results. Moreover, the approach is shown to be effective and feasible in practical case.
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