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ABSTRACT

The TS represented a number of contributions to the state of the art in
trust and access control systems. The presence of the TS enabled the
TMS to maintain and update the behavior history of a user’s associates.
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Additionally, linking the concepts of network density to memory size
optimized the storage cost of holding trust credentials when compared to
un-managed or memory-less systems. The analysis presented in this paper
showed that the TM'S minimized the number of credential exchanges it
had to perform because the contents of the TS were actively managed.
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VERIFICATION: GOALSAND OBJECTIVES

Verification determined that each modul e had cor-
rectly transformed itsinputsinto the expected outpuit.
Thistesting involved isolating each function of each
modul e by the arrangement of input and processing
parameters. Specific outputs were then analyzed to
check their correspondenceto expected results. Ingen-
eral, verification testing revealed that the modules
worked in accordancewith therequirements.

Oncebas ¢ verification was compl ete, performance
boundary anaysiswas conducted to ascertain under
which conditionsthe modul e operated best and under
which conditions performance was impaired. Once
these expectationswere met, the modul eswere com-
bined and the systemvalidated. Thefollowing sub-sec-
tionsprovidetheanayssof verificationtesting. These
sub-sectionsfollow a standard methodol ogy (Bryce,
Dimmock et a. 2005) of:

» Definingtheroleof each component.

»  Anayzing the component to determine how mod-
ulefalureor impaired performanceinfluencesoverdl
sysemfunctioning.

TRUST STORE

Theimplementation of asysemmemory represented
a step forward in state of the art access control be-
cause the TS was actively managed to update trust
recordson acontinuousbasis. Current systemsfell into
one of two categories. thosewith passive storageand
those with session-based storage. Thosewith passive
storage collected credential sfor associates, usually in
theform of authorization certificates. Whenthestorage
spacewasfull, none of these systems had defined man-
agement schemesto diminate unneeded credentid sand
make spacefor new certificates. Systemswith session
based storage kept values, like reputation and thresh-
old values, in program memory. The trust or access
control systemwasvulnerablewhileit learned about its
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associates. Thisvulnerability presented itself each and
every timethesystem started and was considered grave
enough to accept the storage and processing costs of
implementingtheTS.

TheTSprovidedafinitememory for the TMS. The
TSheld thebehavior history of peersand provided the
system the ability to remember and incorporatethe pre-
viousactionsof associatesinto itsaccess control deci-
sions. The TS stored therecords of associates’ behav-
ior intheform of Atomic Behavior Records (ABRS)
and managed the memory to limit the number of re-
introductionsthe TM Sperforms. The TSaso provided
the store from which anode made recommendations
and referralstoitstrusted peers.

Without the TS, the sysemwould beforced towork
onaby-session basis, remembering associatesonly for
theterm of the current session. If the TSwastoo small,
auser could be overwhel med performingintroductions
and be kept from performing actua information shar-
ing. If the TSsizewastoo large, auser spent too much
timesearching thestorefor associatesthat might or might
not be present.

A properly sized TSmanagement algorithm:

+  Should minimizethe number of “re-introductions”
that anoderequired.

« Should optimize storage of thetrust and identity
information to alow anodeto remember asmany
peersaspossible.

Testing was conducted in network environments
that contained 100% “good” or behaving users. By
removing thepossibility of encounteringundesirableas-
sociates, we presented atesting scenario whereauser
would want to interact with every nodeit cameinto
contact with. Thefollowing sections examinethe ef-
fectsof changing various parameterson determiningthe
optimumamount of memory alocatedtoaTsS.

GENERAL TESTING

Generd testing was performed to establishthesiz-
ing of the TSunder different network population char-
acterigtics. We called therd ationshi p between popula
tion and transmission range network density, asit char-
acterized thenumber of peerswithinanode’stransmis-
sonrange.

The TS should be sized to prevent the need for
reintroductions. Reintroductionsrepresented work that
had a ready been accomplished but had been del eted
and needed to be performed again. At the sametime,
the TS needed to be small enough to prevent saving
lots of peoplethat we no longer interacted with. We
wantedtolink thesize of the TSto thenetwork density,
rather than a“one sizefitsal” approach, so that we
wereoptimizing for all densitiesrather than pickinga
Sizethat suited for the densest networksand assuming
the cost of excessmemory usagewhen operatingina
sparse network. Finally, we wanted amemory man-
agement technique to allow us to forget older and
presumably unused associates’ information.

Memory store management

Thefirg set of tests sought to determinethememory
management algorithm that minimized the number of
introductions. Thetests compared the number of intro-
ductionsin gtatic and randomwaypoint mobility (Camp,
Boleng et al. 2002) situations, varying the size of the
TSin successiveruns. Two agorithms, First In First
Out (FIFO) and Least Recently Used (LRU) were
compared. These specific algorithms were used be-
causethey did not require additional timinginforma
tion, used by agorithmsthat were based on usagefre-
quency. Thistiminginformationwasnot availabletothe
TMS, asall frequency information waslost when an
associate was “forgotten.”

TheFIFO algorithm placed an associate’sABR at
the head of the TS queue. As newer associateswere
encountered, older ABRswere pushed toward theend
of thequeue. When anABR waspushed fromthequeue,
that associatewas“forgotten.”

TheLRU algorithm required more queue manipu-
lation than FIFO. Whilenew ABRswere added at the
head of thequeue, asinthe FIFO scenario, LRU moved
ABRstothehead of thequeue eachtimeanABR was
accessed. Other ABRswere pushed down to fill the
space. ABRsthat were pushed out of the queuewere
forgotten.

Figure 1 showsthe performance of the FIFO dgo-
rithmagainst the LRU agorithminamobilenetwork of
twenty six and fifty two users. Tests used different
memory management agorithmson thesamesimula
tion script to determinethe number of introductionsa
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Figurel: Trust Sore Management Algorithm Comparison

user needed to perform given aspecific TSsize. The
god wasto determinewhich agorithm was most effi-
cient a maintaining theABRs of the associatesthe user
needed to speak with.

In both cases, the FIFO algorithm required fewer
introductionsthanthe LRU implementation over thepe-
riod of the simulation. Asthe TS sizeincreased, the
FIFO curve decreased faster than the LRU curve. De-
tailed andysisof the TS contentsdetermined that FIFO
worked better than LRU because of the node’s mobil-
ity inthesimulation. LRU focused on anode’s current
associates and forgot old associates right before the
mobility model brought them back intorange, thusre-
quiringthenodeto reintroduceitsalf. Based onthistest-
ing, subsequent testsused only the FIFO memory man-
agement dgorithmintheTS.

Trust storesizedetermination

Efficiency, inthe case of the Trust Store manage-
ment problem, was defined aslimiting the number of
“re-introductions” that anode required. Re-introduc-
tions were cases where a node forgot a peer that it
once had security associations with and had to go
through the entireintroduction process, asif thetwo
nodeshad never dedt with each other before. Through
testing, wewanted to find the small est trust store that
mi nimized the number of introductionsthe system had
to perform.

Sizing tests performed using arandom waypoint
mobility s mulation showed that theoptimum sizefor a
trust storewas approximately 30% of thetotal number
of usersof thenetwork (N), asshowninFigure2. This
optimum was determined by comparing theincreasing
amount of memory required for theABRs against the
number of introductionsrequiredin anetwork of acer-

taindensity. Sparse networks(e.g., thosewith lessthan
100 members per square kilometer) required auser to
storeahigher percentage of associates’ credentidsdue
to mobility. Onceacertain density wasreached (e.g.,
100 mobileusersina1000 x 1000 meter ared), how-
ever, thetradeoff point stayed near the 30% mark. This
meant that, if auser could know how many nodeswere
inthenetwork, he could sizetheir system memory to
minimizereintroductionsand maintain only thosecre-
dentia sthat he needed in the near future.
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Figure2: Trust Sore Sizing Test

Sincethe ad-hoc nature of aDCE prevented any-
onefrom knowing the number of usersinthe network
at any time, wedeve oped the concept of network den-
sty sampling, shownin Equation 1.

D=(N=r’)/ 4 @

To use Equation 1, anode entered anetwork and
listened for the beacons of itsneighbors. Inahybrid
environment (i.e., one having wired and wirelessus-
ers), the node might samplethe headers of | P packets.
Theuser knew itsr (thetransmission radius) and as-
sumed A (the area of the mobility area) to be a stan-
dard one sguare kilometer. As it listened, the node
counted N (the number of nodesit could hear) and cal-
culated D, the network density.

Fromthisequation we created threerepresentative
network densities: sparse, mediumand dense. InFig-
ure 2, the sparse networks had ten membersinasquare
kilometer, resultinginaD of 1. With thisdensity, the
node had to maintain at | east 50% of the network mem-
bers(i.e., fiveABRS) initsmemory to achievethe de-
sired optimization of reintroductions. Similar tests
showed that medium networks (50 members) hadaD
of 5 and needed to maintain 40% of the network mem-
bersinthe TS. Dense networkshad aD of 10. Once
Equation 9 indicated the presence of adense network
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(i.e., anetwork with morethan 100 usersinasquare
kilometer), theuser set the TS sizeto 30% of the num-
ber of membersit sampled upon entering the network.
During operation or a any point the node detected that
it had to reintroduceitself more than indicated by the
density factor, it re-sampled thenodesand reset the TS
gze

ENVIRONMENTAL IMPACTS

Whileit might seemfeasibleto accept thecost of a
large TS, testsin a 100 user static network showed
that larger storeshad | ess efficiency than smdler, more
optimally sized ones. Figure 3 showshow increasing
thestoresizefor auser witha100 meter transmission
rangelowersthe cost significantly but actually decreases
theefficiency from 99% whenthe [TS=10to 82% when
the[TS=100. Sincetheactual cost of introductionsina
static environment was minimal dueto theincreased
storage and communi cations cgpacity of thenodes, there
waslittle point in decreasing costs at the expense of
losngamost 18% efficiency.
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Figure 3: Effectsof Trust Sore Sizeon Efficiency and Cost

Thedecreasein efficiency seenwithlarger TSSzes
wastraced to the effects of theintroduction process.
Whiletrying to minimize the number of introductions
performed, testing proved that it was not beneficial to
do away with them completely. Theintroduction pro-
cess had the effect of flushing out theABRsof old as-
sociates, in effect restoring themwith more current in-
formation and improving thefidelity of the reputation
and, therefore, theefficiency cd culationsit wasrequired
to perform.

The performance of the TSwasdirectly propor-
tiona to the number of introductions. Network density

and mobility affected the number of introductionsasa
result of increased interactivity. Since, as discussed
above, changing the TSsizehad alargeimpact onthe
cost of interactivity, Sizing the storeto decrease costs
had to be coupled with the acceptance of decreasein
effidency.

CONTRIBUTIONSAND CONCLUSION

The TSrepresented anumber of contributionsto
thestate of theart in trust and access control systems.
The presence of the TS enabled the TMSto maintain
and updatethe behavior history of auser’s associates.
Additiondly, linking the concepts of network density to
memory size optimized thestorage cost of holding trust
credential swhen compared to un-managed or memory-
less systems. The analysis presented in this section
showed that the TM S minimi zed the number of cre-
dential exchangesit had to perform becausethe con-
tents of the TS were actively managed. This perfor-
manceincrease wasreflected in alower communica-
tionscost incurred while operatingthe TMS.

Whilethe TS provided a number of benefits as
implemented, thereremained roomfor improvementin
certain situations. An unfortunate aspect of moremo-
bile networks was the situation where a user forgot
Important associatesor resource providers, sinceolder
ABRswereforced out of the TS by new acquaintan-
ces. Thisdeficiency might be addressed through the
useof a“passve’ sorethat wasuser-sel ected and iden-
tity-based. The passive store would not be subject to
the same memory management algorithm and would
alow apeer to remember hissupervisor and/or aset of
resource providerswithout having to bereintroduced
tothemonaregular basis. Thedanger withtheimple-
mentation of the passive storewould bethedated in-
formation containedintheseABRs. Thesuggestionwas
madethat ABRs stored in the passive storewould con-
tain only first hand and Key Management System
(KMS) observationsto minimizethisdeficiency.

The TSexisted to provide storagefor the behavior
grades of network peersthat auser wanted to associ-
atewith. Information, intheform of ABRS, was pro-
vided upon request to the reputation scaling process
whenever the system needed to calculatean associate’s
trustworthiness.
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