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ABSTRACT

Inthis paper, the presence of the TS enabled auser to manage the behavior
historiesof itsassociates. The TS (Trust Store) also provided asourcefor
the credential exchange process called introduction. While the TS was
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closely linked to the formulation of reputations and associations, the
results of TS’s work had to be compared against the system’s risk
assessment before reputations could yield a trust decision.
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INTRODUCTION

Trust, and moreimportantly decisionson trustwor-
thiness, isomnipresent inlife¥. Luhmann’ssociologica
approachi? considered trust as“ameansfor reducing
the complexity in society.” Thiscomplexity wascre-
ated asindividua sinteracted using their own percep-
tions, motivations, and goa's. Solomon and Flores®
contended that “trust formsthefoundation, or the dy-
namic precondition, for any freeenterprisesociety.” They
pointed out that what constituted freedomwastheright
to make promisesand, moreimportantly, therespons-
bility for fulfilling them. Trust, therefore, wasthebasic
underpinning of acooperativeenvironment. Trust was
not an inherited trait but was|earned asamember of
theenvironment i nteracted with others. Another appli-
cabledefinition of trust was provided by Gambetta:
“...trust (or, symmetricaly, distrust) isaparticular level
of the subjective probability with which an agent will
performaparticular action, both before[we] can moni-
tor such action (or independently of hiscapacity of ever
to be able to monitor it) and in acontext inwhich it

affects[our] ownaction.”
TRUST PROFILES

A trust profile provided an easy way to quantify a
user’sinitia trust expectations. Trust thresholds, which
represented the amount risk a user was prepared to
accept when forming or mai ntai ning associ ations, were
one exampleof information that was contained inthe
trust profile (Prietula2000). Constraintsontherisk as-
sessment and reputation-scaling agorithmswere a so
includedintheprofile.

Usersestablished how trusting they could afford to
be based ontheir individua goalsand objectives. They
selected thetrust profilethat most closdly aigned with
theseindividua needs, establishing their initid Satebe-
foreentering acollaborative environment. Inagenera
sense, userswere grouped into four trust profiles after
Prigtula’swork®. Thegenerd tendenciesareillustrated
inFigure 1 and explained below.

Altruigticusersdid notinterpret thebehavior of their
peers. Instead, they performed servicesfor the network
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Figure 1 : the Relationship of Trust Profiles to Trust
Tendencies

for their own benefit. Altruistic userstrusted any peer
and did not maintain reputationindices. Becauseof this
congraint, peerscould not receivereferra sfromAltru-
istic users, asthey had no evidenceto share.

Forgiving usersexhibited responsesto peer behavior
by adjusting thereputation of their peersinapodtiveor
negative manner based on direct experiences or the
observationsof other peers. Forgiving usersaggregated
peer reputationsin such away asto alow amisbehav-
ing peer toredeemor rehabilitateitsreputation givena
sustained period of positiveor desirablebehavior. For-
giving usersestablished trust threshol dsand evaluated
peer reputations agai nst these threshol dsto determine
apeer’strustworthiness.

Cynica usersweresmilar toForgiving usersinthat
they exhibited responsesto peer behavior and main-
tained reputations of the peerswho they interacted with.
Importantly, however, Cynicd usersdid not allow trust
rehabilitation. OnceaCynical user determinedthat a
mi sbehaving peer was untrustworthy, he madeno at-
tempt to collect further behavior information or read-
just the peer’sreputation.

Digtrusting usersdid not trust any other user. These
userstypicaly reiedonMAC or RBACtoformasso-
ciationsrather than trust. Because of thisrequirement
for pre-configuration and run-timeverification, adis-
trusting user would be unableto operatein an ad-hoc
environment, except perhapsthrough contact with al-
truisticusers.

Anexampleof theinitidization settingsfor eechtrust
profileisgivenin TABLE 1. Thesevalueswere deter-
mined through andysisand testing to offer gradient lev-
els of protection when the user joined the network.
Thesevalues, like those published by other research-
erd®, provided astarting point or basiclevel of assur-

ance. The TMS, as a self-protecting system, would
begin adjusting theselevel sto current network or envi-
ronment conditionsimmediately. A constraint listed as
“None” indicatesthat therisk or reputation valuesare
allowed toriseandfall based on periodicaly updated
information. TheCynicd user’s“Risng Only” congraint
reflectsthe profile’sinclination to raiseitsthresholds
without ever relaxing them, regardless of the current
information.

TABLE 1: Examplelnitialization ValuesBased on Trust
Profiles

Trust Trust Distrust Risk  Reputation

Profile Threshold Threshold Constraint Constraint
Altruigic -0.99 -1 None None
Forgiving 0.6 0.3  None None
Cynica 0.7 0.4  Rising OnlyRising Only
Distrusting  NA NA  None None

Thisresearch focused on what wasconsidered the
worst-caseuser —the Forgiving trust profile. Inthispro-
file, both reputation and risk wereallowed to increase
and decrease based on current information. Thisfea
ture made the user accept risk and maintainthetrust-
worthiness state of their peers. The mechanismsand
effectiveness of the TM Sin performing thesetasksare
described inthefollowing sections.

THE TRUST STORE MODULE

The TSwasthe TM S’ smemory. It held the behav-
ior history of associates, providing avirtual spacefor
maintai ning and storing the behavior history of nodes
that the user had interacted with. TheTSwasasore-
sponsiblefor the very important recognition process,
implemented asamemory management agorithm.

Theremainder of this section discussesthe goals
and objectives of the TS. The format of the Atomic
Behavior Record (ABR) is presented, followed by an
explanation of the memory management algorithm, the
recognition processand, finaly, theintroduction pro-
cedure.

Wherelnterpersond trust was dependent upon peer
behavior trends and System trust was determined
through an eval uation of system behavior tendencies,
Situationd trust wasindependent of thebehavior of other
usersatogether. Thistypeof trust used thetrust store,
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representing the user’smemory of previouspeersand
situations, to determine what action it would take. A
situational trust decision was predicated on remember-
ing apreviousdecision that had yielded apositive out-
come, regardless of the behavior of peersthat may or
may not have been involved.

Theamount of memory had adirectimpact onwhich
associates could be remembered and how much in-
formation could be maintained on each associate. In
theory, asystem preferred to keep everything possible.
Inredity, however, thereweretwo practical limitations
on theamount of memory that was possible or practi-
cableto devoteto maintaining trust information.

Thefirst limitation wasthat auser’snodehasafi-
nite memory. Any memory consumed by thetrust sys-
temwas unavailableto other processesrequired by the
node. The TM S required storage space to hold trust
information. It al so consumed communi cations capa-
bility by sending and receiving trust informetion. Since
the trust system operated in the background, it was
desirablefor this system to occupy aslittle space as
possibleinthenode’s memory.

Thesecond limitation wasthat trust informeation had
afinitetimeduration during which thereportsand ob-
servations were applicable. Users were expected to
changetheir behavior, so keeping older information
yielded diminishing returns. Because the system could
not assume ashared time source, each user had to have
amechanismto eiminateold information. For thebe-
havior grades, thismechanismwas designed aspart of
the 3Winagorithm. For theidentitiesand behavior in-
formation for past and present associ ates, the Trust Store
managed aqueueof records, caled ABRs.

TheTScreated ABRsfor associatesasaresult of
the introduction process. Once the ABR was estab-
lished, the TS accepted reports and observations as
inputs, finding the appropriateABR and soring thein-
formation. The TSprovided theABR totheRSM when
requested, applying thememory management algorithm
asitrestored theABR to the store.

TheABR was used asthetrust credential within
the network. Userscarried their ownABRsS, aswell as
those of their associates, asameansof eiminatingthe
problem of credential discovery in distributed net-
workg.

The TScontained theidentitiesand the Reputation

Indexing Windows (RIWSs) for each of anode’s TPs.
TheRIWSsconsist of collectionsof Flsthat wereorga-
nized by subject nodeand context. The TSalso carried
some recognition evidence for past TPs. The TMS
needed to remember good and bad experiencesfrom
the past so that it would not waste time or place the
user in danger while getting re-acquainted with former
(possibly malicious) peers. Giventhisrequirement, a
node kept theidentitiesand RIWs concerning former
peers, thosethat have either moved out of rangewhile
on good terms or whose associ ation was dissolved as
theresult of acomplaint.

The permanent section of theABR established the
link to theuser’sidentity certificate, showninFigure2.
Theidentity sectionwasderived fromtheDistinguished
Name contained in X.509 v3-type certificates, issued
by the KMS. Although it was expected that auser en-
tered and | eft ad-hoc networks based ontheir own goas
and objectives, their identity would not change. Be-
cause of the permanence of theuser identity, theTM S
could track a user’s behavior over a period of time.
Recording and storing auser’sbehavior allowed other
usersto anayze past performance asameansto pre-
dict future behaviort.

TheABR’stemporary section contained the evi-
dence of the user’s past behavior. Every time a user
participated in atransaction (e.g., buying, selling, ex-

Permanent Section

Subject Identifier

Subject’s
Public Key

Issuer's ldentifier

Issuer's
Public Key
Temparary Section
Content Check

Transaction Feedback

l Transaction Feedback

Figure2: Format of an Atomic Behavior Record
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changingfiles), they received feedback ontheir perfor-
mance. Feedback wasacommon feature of ecommerce
sitesand provided observations on auser’s behavior
that were used by peersto judgetrustworthiness be-
foreengaging in atransaction. The number of transac-
tion records stored within thetemporary section varied
with the user’s activity within the network, as the
network’sreputation ca cul ating mechanismread these
records and determined the user’s trustworthiness.
Becausethereputation ca culating mechanismonly read
acertain number of transactions, therewasno utility in
keeping transactions above and beyond the required
amount but there was no system-wide policy against
doing so. Nodes discarded the unnecessary records,
preferring to economize memory consumption through
properly formatted ABRS.

The TSwas more than astoragelocation. Infor-
mation stored inthetrust storewasused inthree pro-
cedures: recognition, introduction, and context tuning.
Certificatesinthetrust storefacilitated recognition by
remembering former peersand reectivating their reputa:
tionsbased on verification of their identities. Whena
node cameinto contact with another node, it checked
itsTStoseeif it had ever had an association with the
new node. Because the node maintained amemory; it
made adecision on whether or not to pursue an asso-
ciation with the new node based oninformationinthe
TS, Thisaction wasaform of passive recognition;
passi ve because another processtriggered the recog-
nition procedure. Nodes al so had the ability to “self-
trigger” the recognition process, asin the SECURE
project. In other words, anode might actively search
for nodesthat it recognized by monitoring communica-
tionsand comparing the identities of communicators
agangitsTS.

TheTSwasadso crucid intheintroduction proce-
dure, acritica element intheintegration of new nodes
into the network and isshownin Figure 3. Thisintro-
ductionincluded amechanismfor thetwo nodesto share
observed behavior history in such away that they could
derivethereputation of their prospective partner by
having the proof to substantiate the givenvaue. Asa
result, the TM Skept acertain number of its behavior
observations so that it could provide non-reputabl e,
referencesto other nodeswhen requested. A node con-
firmed the new peer’sidentity by verifyingitscertifi-
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cate. It thenfilleditsreputation windowswith the F
recelved fromits TPsand cal culated thenew associae’s
reputation. Finally, the node decided to establish an
association with the new peer by comparing the new
peer’sRI againgt itstrust thresholds.
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Figure3: Introduction Process

A user took advantage of the contentsof theABR
intheintroduction process by soliciting aprospective
associatefor their ABR beforeinitiating thetransaction.
Theintroduction processwasiterativeand hated when-
ever the user was satisfied of the peer’sidentity and
had accumul ated enough Fl tofill their RIW. A user
(e.g.,Alice) begantheintroduction process, illustrated
in Figure 3, by attempting to contact the peer’s(e.g.,
Bob’s) homedomaintoverify hisidentity. If Bob’shome
domainwasnot available, usually for reasons of net-
work partitioning, Alice examined hisABR and at-
tempted tofind mutua TPs. These TPswereusersthat
both Aliceand Bob had chosento trust in the past. If
there are no mutual TPs or none could be reached,
Alice had to make adecision based on the evidence
within Bob’s ABR on whether or not to trust him. It
should be noted that relying on Bob to vouch for him-
self wastheleast desirable option and Alicewould in-
volvetherisk assessment and Stuational trust e ements
of thetrust management system beforetaking thisdeci-
son.

The benefit of the introduction process was that
Alice could be assured of Bob’sidentity and behavior
through communi cation with trusted parties. In other
words, she asked someone that she had already cho-
sentotrust to recommend or refer Bob asatrustwor-
thy user. Once someone verified that Bob waswho he
sayshewas, Alice used thetransaction recordsfrom
Bob’sABR to ca culaehisreputation. If hisreputation
was above her trust threshold, Alicetrusted him; other-
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wise sherecorded theincident and moved onin search
of amoretrustworthy partner.

The costs of theintroductory processwereinthe
timeit took Aliceto attempt to contact reputable users
to provide references for Bob. Once Bob had been
vouched for, Alice eva uated the contentsof hisABR
and calculated hisreputation. Indl, thiswasaneces-
sary process but was one that should be performed as
fewtimesaspossible.

Operating the TS encompassed morethan just man-
aging memory space. ldentitiesand RIWsneeded to
be stored and organi zed for efficient searching. Most
importantly, the TS needed to be protected against the
possi bility of compromise or unauthorized accessdur-
ing an operation. Protectionwasbuilt into thedesign of
the certificatesand feedback itemsthemsel ves, asthey
weredigitally signed. Unauthorized insertion or dele-
tion of certificates and associated RIW would causea
nodeto haveto “re-introduce” itself unnecessarily. This
caused undue network traffic and forced anodeto wait
whilethere-introduction took place.

Asanode collected identities, reports, and behav-
ior feedback items, theseitemswere storedinABRs
and placedinthe TS. Based upon the assumption that
the amount of memory that anode could apportion to
thetrust sorewasboundedin someway, thisstorehad
to be managed efficiently™. When the bound was
reached, thenode sdectively diminated or “forgot” items
to make spacefor new objects. Efficiency, inthiscase,
wasdefined aslimiting thenumber of “re-introductions”
that anoderequired. Re-introductionswerecaseswhere
anodeforgot apeer that it once had security associa
tionswith and had to go through the entireintroduction
process, asif thetwo nodes had never dealt with each
other.

The presence of the TS enabled auser to manage
thebehavior historiesof itsassociates. The TSdso pro-
vided asourcefor the credentid exchangeprocesscalled
introduction. Whilethe TSwasclosely linked to the
formulation of reputationsand associations, theresults
of TS’swork had to be compared agai nst the system’s
risk assessment before reputations could yield atrust
decison.
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