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ABSTRACT

Just as the RSM was an instantiation of Interpersonal Trust, the Risk
Assessment module (RAM) implemented System Trust. In this paper, the
RAM monitored globally available information, in the form of reports
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from the KM S. These reports were aggregated to determine the general
uncertainty in the network. This process gave a node the general

5, ¢

impression of the network’s “trust state.” This was an expression of how
risky an action was likely to be, given the current state of trust eventsin
the network. Simplistically, this trust state can be phrased as “if other
people are having success then I’m more likely to give it a try.”
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INTRODUCTION

Trust, and moreimportantly decisionson trustwor-
thiness, isomnipresentinlife. Luhmann’s sociological
approach™ considered trust as‘‘a means for reducing
the complexity in society.” This complexity was cre-
ated asindividua sinteracted using their own percep-
tions, motivations, and goa's. Solomon and Flores2
contended that “trust forms the foundation, or the dy-
namic precondition, for any freeenterprisesociety.” They
pointed out that what constituted freedomwastheright
to make promisesand, moreimportantly, therespons-
bility for fulfilling them. Trust, therefore, wasthebasic
underpinning of acooperativeenvironment. Trust was
not an inherited trait but was|earned asamember of
theenvironment i nteracted with others. Another appli-
cabledefinition of trust was provided by Gambetta?.

“...trust (or, symmetrically, distrust) is a particular

level of the subjective probability with which an agent
will perform aparticular action, both before[we] can
monitor such action (or independently of hiscapacity
of ever to be able to monitor it) and in acontext in
whichit affects[our] ownaction.”

Humansusually based thedecisontotrust onhis-
torical evidencethat led them to predict another person
or entities’ future behavior®. Whenthispredictionwas
shown to be incorrect, the other person was trusted
less, if at all. Rather than accept a philosophical be-
trayal, because “trust can only concern that which one
person can rightly demand of another”®, humansac-
knowledged the presence of selfishnessintheir envi-
ronment!® and took stepsto avoid being victimized by
sdlf-centered peers. Any declaration of another’s self-
ishnesswas dependent on establishing the context of
thetrust evaluation.

Timeand context weretwo characteristicsof the
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multi-dimensional nature of trust. The time aspect
showed that trust was dynamic; adisreputable person
could redeem himself through honest actions and a
trusted person could becomelessreputableif hedem-
ondrated deceit. Context wasthestuationinwhichtrust
was being considered. An example of context wasthat
Alicemay trust Bobto order wineat dinner but wouldn’t
trust himtofix her car.

Trust could betrangitive, asshownin Figure 1. If
Alicetrusted Bobto pick wineand Bob trusted Charles
to pick wine, Alice might reasonably trust Charlesin
winesdectionif shewereagpplyingtrangtivetrust. Alice
could dso congtrain thistrust by context. The constraint
meant that, dthough Bob might trust Charlesto split the
bill fairly, Alicemight havebeenwillingtorisk Charles’
wine choicebut might not be expected to trust theway
he divided the check.

Alicemight chooseto constrain her trust through
association, illustrated ontheright sdeof Figure1. This
type of trust required Alice to gauge the extent she
trusted Bob before asking hisopinion on Carl’s trust-
worthiness. Bobwould reply with aqualified expres-
sion of hisestimate of Carl’s trustworthiness. Once she
had established her trust in Bob and histrust in Carl,
Alicecombined bothtrust levelsto createher ownini-
tid impresson of Carl’s trustworthiness. Alice’s guarded
trust or cynicismalowed trust to be expressedinacon-
tinuous, rather than discrete, manner asit wasin socio-
logica settings

Transitivity Trust ‘ Associative Trust ‘

Figurel: Trandgtiveand associativetrust

Expressingtrust in continuoustermsquaified trust
intermsof context (e.g., Alicetrusted Bob’s taste in
wine) or acceptanceof risk (e.g., sincethebill wasonly
$5, Alicewaswilling to seehow Charlessplit thecheck).
Individud sevauated evidenceof their peers’ behavior,
forming aperception of behavior through risking be-
traya with each interaction. Themeansof determining
trust wascomplicated by numerous definitionsand ap-

plicationsof trust.
TRUST TYPES

Given the many, sometimes contradictory defini-
tionsof trust, McKnight and Chevrany!” attempted to
describeaframework that provided ataxonomy of three
typesof trust. From thistaxonomy (shownin Figure2),
they wereableto quantify and generdizethe process
anindividua usedtoinfluencetheir behavior. Starting
from the bottom of thefigure, thismodel showshow
the trust types combinewith trust beliefsand are ad-
justed by trust intentions before becoming behavior; the
expression of thetrust decision.

Behavior

Trusting Intention

Artion

Tniter-
Sitnational perzonal
Trust Trust Trust

| Trusting Beliefs |
Belief Formation |

Syst=m

Figure2: Trust constructs
System trust

System Trust wastheextent towhich anindividual
placed trust in the environment around them. In aper-
sonal sense, thistype of trust reflected aperson’s feel-
ing of safety intheir current location or present Situation
(e.g.,Aliceadwayslocked her car doorswhen shedrove
through the downtown area.) System trust was built
from both structural assurancesand situational norms.
Theindividua’s belief that the system’s rules and regu-
lationswould protect them was an example of struc-
tural assurance. Similarly, if auser’s past experience
wasthat acertain areawasrisky, the situationa norm
prompted his System Trust to provideappropriate pro-
tection.

I nter personal trust

Interpersonal Trust wasuser centric and described
anindividud’s general willingness to extend trust across
abroad range of situationsto any number of people.
Thistypeof trugt, dso cdled Digpostiona Trust, formed
thebasisof anindividua’s approach to interaction. It
demonstrated an expectation of other peopleoncetheir
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trustworthinesshad been eva uated. Interpersona trust
was built from experience, either referred from other
trusted individuasor from direct contact with the per-
son in question. This was modified by a trait that
McKnight and Cheverny call Trusting Beliefs, reflect-
ing thegenera tendencies people had toward extend-
ing trust. Some peopleweretrusting, believinginthe
goodwill of their fellow man. Other individualswere
morecynicd, requiring othersto demondratethelr trust-
worthinessbeforerisking interaction.

Situational trust

Situational Trust described the degree of trust that
anindividua wasprepared to trust any other personin
agivendtuation. Thistrust wasformed upon theinten-
tionto extend trust inaparticular situation, regardless
of what the person knew or did not know about the
other party inthe situation. It was suggested that this
type of trust occurred when the trusting party stood to
gainwithvery littleattendant risk. Situationd trust was
different than System trust becausetherewasnoim-
plied structurd or system safeguard. It was, inshort, an
individually conceived situational strategy and did not
involvean eva uation of thetrustworthinessof the other

party.
THE RISK ASSESSMENT MODULE

Just asthe RSM was an instantiation of Interper-
sond Trug, the Risk Assessment module(RAM) imple-
mented System Trust. The RAM monitored globally
availableinformation, in theform of reportsfromthe
KMS. Thesereportswere aggregated to determinethe
generd uncertainty inthenetwork. Thisprocessgavea
node the general impression of the network’s “trust
state.” This was an expression of how risky an action
waslikely tobe, given the current state of trust events
inthe network. Simplistically, thistrust state can be
phrased as““if other people are having success then I'm
morelikely togiveit atry.”

Theorigind system designfor theRAM had speci-
fied the use of an agorithm that constructed adecision
surface®. Thesurfacewas cd culated using probabilis-
tic variablesthat expressed theexpected gain and will-
ingnesstorisk for anindividual. Thesevariableswere
set arbitrarily, instead of quantitatively or even heuristi-

caly. Becauseof thispercelved flaw, Josang’s method

was not implemented in the proof of concept system.

The SECURE project!¥ provided thefollowing defi-
nitions
e Riskdescribessituations where oneis unsure of

the outcome but the odds of successor failureare

known.

e Uncertainty gppliesto Stuationswhereoneisun-
sure of the outcome and the odds are unknown.
Usngthisdefinition, the TM Sestimated Uncertainty

instead of Risk, although the remainder of this docu-
ment will usethetermsinterchangeably. Thedecision
to use an uncertainty estimate to adjust anode’s trust
thresholdswasrecognition of thearbitrariness of at-
tempting to definetheworld in termsof cost-benefit or
payoff rather thanin view of expected successor fail-
ure.

Uncertainty was cd culated using globd trust infor-
mation fromthe KM Sand first hand observations. In
other words, each user approximated the risk of his
local network by listening to the sourcesthat hetrusted
implicitly. By monitoring thetrend in reportsand com-
plaints, the user adjusted histrust and distrust thresh-
oldsto protect himsdif.

Becauserisk trends changed s ower than reputa
tion, the Globa Risk Index (GRI) wascd culated using
athird order filter, shownin Equation 1. Thethird order
filter was selected over other methodsthrough testing.
First order filtersweretoo reactiveto changesin envi-
ronmental conditions, as discussed in our previous
work!*?, Second order filterswerebetter but till failed
to providethe smooth trend linethat described socio-
logical conditioningto arisky environment. Equation 1
applied weightsto the current Fl and previousinputs
before computing the new GRI™,

a =0.35 =025y =0.25;5 =0.15

GRI, =(a*Fl)+(B*Fl,)+(y*Fl;)+(6*Fl,) (D)
Thisnewly calculated GRI wasthen used to cal cu-

latetherelative changeintrust inthelocal network,

shownin Equation 2. Here thedefault distrust thresh-
old (TD) wasmodified by the current GRI to arrive at
an operationa distrust threshold (zD).

75 =T, —(GRI, *T,) 2
Thisequation had the effect of increasingthedis-

trust threshold (along they-axisof thethreshold graph)
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but not dlowing thethreshold to relax or decrease. The
decision wastaken to avoid adjusting thetrust thresh-
old, to prevent self-isolation. In essence, therisk as-
sessment carriesagrudge— even if the user moves to a
safer neighborhood.

TRUST THRESHOLDS

Once anode selected a prospective peer, calcu-
lated that peer’s reputation, and made a general as-
sessment of risk, it needed to combine theseinto an
evaluation to produce atrust or, in the case of are-
source provider, an access control decision. Thisdeci-
sion wasaccomplished by comparing thereputation to
therisk-adjusted trust threshold.

Marshi*@ expressed the““cooperative threshold” in
termsof expectations. A user cdculated athreshold for
each associate based on the percelved risk of thetrans-
action and the perception of the associate’s compe-
tence to completethetransaction. These context- sen-
sitive perceptionsare then tempered with the overall
experiencewith that user to produceathreshold, which
was applied for that specific transaction.

Thisapproach displayed thecommon flaw of rely-
ing on expectation. Although expectationscould beused
inalogica or behaviora system, anindividua’s expec-
tationswereimpossibleto usein aquantitative system.
Marsh’s work (and those of the researchers who fol-
lowed him) also failed to discussauser’s thresholds
when they joined the network. Researchers imple-
mented aninitid sateand analyzed how prevalingtrust
conditions acted to adjust these settings. Setting ex-
pectations remained a heuristic process and was un-
suitablefor nodesinteracting with new and unfamiliar
associates.

Inthe TMS, every user had two trust thresholds,
asshowninFigure 3. Sincereputationswere expressed
invauesintherangeof [-1,1], auser evaluated the
reputations of prospective peersagainst these thresh-
olds. Onewasapostivethreshold, abovewhich auser
extended trust. The other wasanegativethreshold, be-
low which auser withdrew trust. Between these two
thresholdswas acontinuous range of trustworthiness.
Reputation valuesvaried withinthis“trust zone” based
oninteractionsand environmental conditions.

Inthisresearch, therefore, the TMSmadeinitial

estimates based on thetrust profilesdiscussed. These
estimateswere quantified asshownin TABLE 1. Itwas
recognized that these estimatesneeded to alow anew
user to meet and trust associates while, at the same
time, provideareasonableleve of protection. Oncea
user had began to interact with other network mem-
bers, the TM Sadjusted theinitial threshold valuesto
protect the user. Because the TM S proved to bere-
sponsiveto network conditions, therdianceon heuris-
tically setinitia vaueswasnot deemedasggnificant risk.
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Figure3: Examplesof trust threshold use

TABLE 1: Examplelnitialization Values Based on Trust
Profiles

Trust Profile Trust Threshold | Distrust Risk Constraint | Reputation
Threshold Constraint
Altruistic -0.99 -1 None None
Forgiving 0.6 0.3 None None
Cynical 0.7 04 Rising Only Rising Only
Distrusting NA NA None None

A user established atrust threshold based on the
sdlected trust profile, ashownin TABLE 1. Giventhat
the system explicitly revoked theidentity of any user
with an RI=-1and that usersjoined the network with
an RI=0, thefollowing provideapractica exampleto
theuseof trust thresholdsin reputation-based systems.
Andtruistic user trusted apeer withan RI>-1, enabling
any user that isallowed in the network the ability to
establishtrust withit. A forgiving user trusted any peer
with an RI>0.6, facilitating connectivity with new users
and any existing user that had demonstrated desirable
performance. Cynical usersrequired apeer to havean
RI>0.7, indicating that auser had ademonstrated posi-
tive behavior history. New usersor usersworking to

BioTechnology —

Hn Tudian Jounual



BTAIJ, 8(3) 2013

Cao Yonghui

351

————, FyurL PAPER

rehabilitatetheir reputationswere not extended trust by
cynica users. Notethat whilethe definition of the Cyni-
cal trust profile stated that a Cynical user would not
alow rehabilitation; inredlity thesystem alowed auser
to “start again” once their reputation crossed the X-
axisinthepogitivedirection. Distrusting usersdiscounted
trust and reputation, choosingto rely onMAC rulesto
alow access.
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