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ABSTRACT

The RSM (Reputation Scaling Module) was the heart of the TMS (Trust
Management System). The RSM was responsible for accepting an
associate’s behavior history and calculating aRI (Reputation Index). The
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RI was aweighted estimation of the associate’strustworthiness and formed
the basisfor the TM S’strust decision. Without the RSM, the TMSwould
not have had the ability to process an associate’s behavior history and,
thus, have been unable to make any sort of trustworthiness decision.
This paper explainsthe basic trust model that the RSM implemented and
describes the method of how behavior observations were transformed

into weighted Fls.

INTRODUCTION

Trust, and moreimportantly decisionson trustwor-
thiness, isomnipresentinlife. Luhmann’ssociological
approach consdered trust as““ameansfor reducing the
complexity insociety.” Thiscomplexity wascreated as
individudsinteracted usng their own perceptions, mo-
tivations, and goals. Solomon and F ores¥ contended
that “trust formsthefoundation, or the dynamic pre-
condition, for any freeenterprisesociety.” They pointed
out that what constituted freedomwastheright to make
promisesand, moreimportantly, theresponsibility for
fulfillingthem. Trugt, therefore, wasthebasi c underpin-
ning of acooperative environment. Trust wasnot an
inherited trait but waslearned asamember of theenvi-
ronment interacted with others. Another goplicable defi-
nition of trust was provided by Gambetta:

“...trugt (or, symmetricaly, distrust) isaparticular
level of the subjective probability with which an agent
will perform aparticular action, both before[we] can
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monitor such action (or independently of his capacity
of ever to be able to monitor it) and in acontext in
whichit affects[our] ownection.”

Humans usually based thedecisontotrust on his-
torica evidencethat led themto predict another person
or entities’ futurebehavior?. Whenthispredictionwas
shown to be incorrect, the other person was trusted
less, if at all. Rather than accept a philosophical be-
trayd, because “trust can only concern that which one
person can rightly demand of another” (Hertzberg 1988),
humans acknowledged the presence of selfishnessin
their environment® and took stepsto avoid being vic-
timized by self-centered peers. Any declaration of
another’s sl fishnesswas dependent on establishing the
context of thetrust evaluation.

Timeand context were two characteristicsof the
multi-dimensional nature of trust. The time aspect
showed that trust was dynamic; adisreputabl e person
could redeem himself through honest actions and a
trusted person could becomelessreputableif hedem-
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ongrated deceit. Context wasthestuaioninwhichtrust
was being considered. An example of context wasthat
Alicemay trust Bobto order wineat dinner but wouldn’t
trust himtofix her car.

Trust could betransitive, asshownin Figure 1. If
Alicetrusted Bobto pick wineand Bob trusted Charles
to pick wine, Alice might reasonably trust Charlesin
winesdectionif shewereagpplyingtrangtivetrust. Alice
could dso constrain thistrust by context. The constraint
meant that, dthough Bob might trust Charlesto split the
bill fairly, Alicemight havebeenwillingtorisk Charles’
wine choice but might not be expected to trust theway
he divided the check.

Alicemight chooseto congtrain her trust through as-
sociation, illustrated ontheright sideof Figure 1. This
typeof trust required Aliceto gaugetheextent shetrusted
Bob beforeasking hisopinion on Carl’strustworthiness.
Bobwould reply withaquadified expression of hisesti-
mateof Carl’strustworthiness. Onceshehad established
her trust in Bob and histrust in Carl, Alice combined
both trust levelsto create her owninitial impression of
Carl’strustworthiness. Alice’sguarded trust or cynicism
alowed trust to beexpressedin acontinuous, rather than
discrete, manner asit wasin sociologica settings.

Bob wrusts Carl
¥ amount

)

Alice trusts Bob Bob trusts Carl
[ ] [ ] { ]

,n] X amount lnl ¥ amount 'nl

Transitivity Trust ‘ Associative Trust ‘

Figurel: Trandgtiveand associativetrust

Expressingtrust in continuoustermsquaified trust
intermsof context (e.g., Alicetrusted Bob’stastein
wine) or acceptanceof risk (e.g., sincethebill wasonly
$5, Alicewaswilling to seehow Charl essplit thecheck).
Individud sevauated evidenceof their peers’ behavior,
forming aperception of behavior through risking be-
traya with each interaction. Themeansof determining
trust wascomplicated by numerous definitionsand ap-
plicationsof trust.

TRUST TYPES

Given the many, sometimes contradictory defini-

tionsof trust, McKnight and Chevrany!™ attempted to
describeaframework that provided ataxonomy of three
typesof trust. From thistaxonomy (shownin Figure2),
they wereableto quantify and generdizethe process
anindividua usedtoinfluencetheir behavior. Starting
from the bottom of thefigure, thismodel showshow
the trust types combinewith trust beliefsand are ad-
justed by trust intentions before becoming behavior; the
expression of thetrust decision.

Behavior

Trusting Intention

TInter-
personal
Trust

System
Trust

Tmsting Beliefs |
Belief Formation |

Figure2: Trust constructs
System trust

System Trust wastheextent towhich anindividual
placed trust in the environment around them. In aper-
sona sense, thistype of trust reflected aperson’sfed-
ing of safety intheir current location or present Stuation
(e.g.,Aliceadwayslocked her car doorswhen shedrove
through the downtown area.) System trust was built
from both structura assurancesand Situational norms.
Theindividud’sbdief that the system’srulesand regu-
lationswould protect them was an exampl e of struc-
tural assurance. Similarly, if auser’spast experience
wasthat acertain areawasrisky, the situational norm
prompted his System Trust to provideappropriate pro-
tection.

I nter personal trust

Interpersona Trust wasuser centric and described
anindividud’sgenerd willingnessto extend trust across
abroad range of situationsto any number of people.
Thistypeof trust, dso cdled Digpogtiona Trust, formed
the basisof an individual’sapproach to interaction. It
demonstrated an expectation of other peopleoncetheir
trustworthiness had been eval uated. Interpersond trust
was built from experience, either referred from other
trusted individuasor from direct contact with the per-
son in question. This was modified by a trait that
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McKnight and Cheverny call Trusting Beliefs, reflect-
ing thegenera tendencies people had toward extend-
ing trust. Some peopleweretrusting, believinginthe
goodwill of their fellow man. Other individualswere
morecynicd, requiring othersto demondratethelr trust-
worthinessbeforerisking interaction.

Situational trust

Situational Trust described the degree of trust that
anindividua wasprepared to trust any other personin
agivendtuation. Thistrust wasformed upon theinten-
tionto extend trust inaparticular situation, regardless
of what the person knew or did not know about the
other party inthe situation. It was suggested that this
type of trust occurred when the trusting party stood to
gainwithvery littleattendant risk. Situationd trust was
different than System trust becausetherewasnoim-
plied structurd or system safeguard. It was, inshort, an
individually conceived situational strategy and did not
involvean eva uation of thetrustworthinessof the other

party.
THE REPUTATION SCALING MODULE

The RSM was the heart of the TMS. The RSM
was responsi blefor accepting an associate’sbehavior
history and calculating aRI. The Rl was aweighted
estimation of theassociate’strustworthinessand formed
thebasisfor theTM S’strust decison. Without theRSM,
the TM Swould not have had the ability to processan
associate’s behavior history and, thus, have been un-
ableto makeany sort of trustworthinessdecision.

Theremainder of thissectionexplainsthebasictrust
model that the RSM implemented. The section then
describes the method of how behavior observations
weretransformed into weighted Fls. The subsequent
section explainsthe process by which Flswere “aged”
through aseries of weighted windowsinthe3wWina-
gorithm. Findly, theRl isdefined intermsof aquantita-
tive assessment of an associ ate’strustworthiness.

TheRSM wasthe process ng modul ethat processed
feedback to calculate ausable RI for its peers. The
TMSimplemented an Interpersonal Trust model™ to
represent thereputationsthat were compiled by anode
on each of its peers. Thistrust typewas node specific,
so that thetrust of onenodeto another wasassociative
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and nottrangtive Thefollowing lis summarizestheprop-

ertiesof thesystem’strust mode!:

a Trust wasindependent, subjective, and unidirec-
tional, such that different nodescal cul ated different
reputation va uesfor the same observed node.

b Trust had positive and negative degrees of trust-
worthiness. Trust wasexpressed in continuousval -
ues that represented the range of reputation be-
tween untrustworthy (negativereputation) and trust-
worthy (positivereputation), asin Marsh.

c Trust wasbased on experiencesand observations
betweenindividuds.

d Trustinformation wasexchanged between nodes
as performance observations and reports, as de-
scribed below.

e Trustwasdynamicandwasmodified, inapositive
or negativedirection, based on new observations
and reports.

Thedesign of the RSM required an examination of
other reputation management systems. Therequirements
analysisindicated that the TM S needed to exchange
and processevidence of behavior to produce ausable
RI. Theimportance of the evidence wasto justify how
anode arrived at areputation valuefor its peer. The
same evidencewas al so used to provide non-reputable
behavior history referral sto peersasthey encountered
nodesthey met in the network and wished to assessthe
trustworthiness,

Thesystem denoted thereputationAlicemaintained
of Bob as RI,(B) . Therl wasrepresented by number
valuesintherange[-1, 1]. Thisvauerepresented the
trust Alice placedin Bob; the higher the number, the
moretrust wasimparted. Thisnumber wasnever stored.
It wasaways recal cul ated with the latest information.
Peers viewed a user with areputation of —1 as com-
pletely untrustworthy. Peersviewed auser with arepu-
tation of +1 ascompletely trustworthy. The notion of
“completdy” intermsof trust wasatheoreticd limit; in
practicetheonly peer that wascompletely trusted was
theKMS.

Peersviewed usersthat they had no information
about with areputation value of 0. Liu and I ssarny!®
pointed out that this assignment made no attempt to
differentiate between newcomers, strangers, usersthat
had not participated (freel oaders), or userswhoserepu-
tations had been cal cul ated to be 0. Zero was consi d-
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ered aneutral valueasit gaveanew user abasicrepu-
tationto start withwhilelimiting theimpact strangers,
freel oaders, and active userswith low reputationshad
onthenetwork.Ther of Oimplied that the user needed
moreinformation beforemaking adecision, rather than
implyingtrust or distrust.

Although the RSM used behavior gradingfroma
variety of sources, the TM Srequired theRSM to dif-
ferentiate between reportsand observations. Theformer
were provided by the KM S as described in Section O
and indicated an action taken to establish or dissolvea
trust rel ationship. Observationsdealt with the perfor-
manceof TPsand wereafunction of the network moni-
tor that supportsthe reputation management system. A
node observed the performanceof its TPsand Friends.
It periodically generated positive or negative Flsand
passed them to its TPs. The generation of anegative
observation did not imply immediate dissolution of the
association.

The TM Simplemented asystem of dynamicweight-
ing to apply the observer’sreputation to the observa
tion as part of theassociative nature of thetrust evalu-
ation. If Yvette (user Y') observed Xavier (user X) and
reported his behavior to Alice (user A), the system
worked as follows. The performance observation
(obs, (x)) was weighted using the observing node’s
reputation (RI ,(Y) ) before being integrated into the
reputation cal cul ation asfeedback, shown in Equation
1. Asexplained above, Rl , (Y) wastherecipient’s (in
thiscase, Alice’s) current Rl valuefor theobserver (who
wasYvette.) Thereporting node’s current reputation
was applied to the observation each time the Fl was
used. This method allowed the reputation-scaling
method to consider the changesin observers’ reputa-
tionvaluesduringthecalculation of ther .

FI = RI,(Y)* obs, (x) ()

Oncethereportsand observations had been gath-
ered, they were merged and processed to provide a
meaningful valuethat anode could usein makingits
trustworthinesseva uation. Thereputation va ueneeded
to givealagging or conservative gpproximation of the
feedback input; trust with ahealthy dose of skepticiam,
asit were. The system wanted to emphasize current
behavior while, asdiscussed in previoussections, aging
older input to diminishitsimpact on thereputation ca -

culation. Asin CORE" and CONFIDANT®, anode
mai ntai ned areputation va uefor each peer that it asso-
ciated with. Nodes entered the network with areputa
tionvaueof O, givingnew nodesaneutrd leve of trust.
Similar to other reputation mechani sms, the expecta
tion wasthat anode would naturally desireto havea
positivereputation and any node with anegative repu-
tation would beisolated asnodesrefused to interact
withit.

Using the previous example, we can explain how
Equation 2 worked. We begin by assuming that Alice
calculated Yvette’scurrent Rl (e.g.,)to be 0.65 previ-
ously. When Yvette shared apositive behavior grade
on Xavier,Alicemodified thebehavior gradeby Yvette’s
reputation so that theval ue of the Fl wasactually 0.65
(i.e.,, Fl =0.65* 1). Because every node started with
RI =0, it wasimperativethat thefirst introduction be
performed by theKMS.

This research devel oped the concept of athree-
window weighted average (3Win). Modeled after a
method of removing transients using batchesor sub-
samples, thismethod divided anode’shistory into three
wel ghted performance windowsthat revea ed tenden-
ciesinanode’s behavior. Thesewindowswere named
Reputation Indexing Windows (RIW,) and were num-
bered onethroughthree, with RIW, containingthenew-
est Fls and RIW, holding the oldest Fls. Fls were
“pushed” through thewindows(i.e., fromRIW, toRIW,
to RIW,) asnew Flsarrived. When an Fl was pushed
out of RIW,, it was discarded.

When anode began collecting FI, asmple, un-
welghted averagewasused until RIW1 wasfilled. Once
RIW, wasstarted, the Flswere averaged within each
RIW and theweights specified in Equation 3aapplied.
Theweights changed when RIW, was established so
that the RSM used Equation 3b.

Thereporting rate of the nodesestablished thewin-
dow sizes. Thewindow sizewasdirectly related to the
frequency of routine performance observations. Longer
intervals between reports or fewer network nodesre-
asultedinsmaler ssampleszesandthereforesmaller win-
dow sizes, but thiswas not found to result in appre-
ciabledifferencesinreputation values. Heuristicaly, it
was determined that the sum of thethreewindow sizes
should be 16% of the time period’stotal anticipated
number of observationsto produce a curve that ap-
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proximated anode’s behavior trend. Thetota window
szewasdividedinto a10:30:60 ratio among thethree
windows (e.g., RIW :RIW_: RIW,). Thisratio high-
lighted the most recent input (asmall samplewith the
heaviest weight) and enabled amemory of past behav-
ior withtwo larger but lesswei ghted windows.

Nodes entered the network with aneutral reputa-
tion and started processing behavior feedback using
Equation 2a, whileRIW, andRIW filledwithH. When
thethird window was established, theweightsfor each
window shifted to those shown in Equation 2b. The
second window was more heavily weighted than the
third to emphasizethemorerecent input.

Forl <|FI| < (|RIW|+ |RIT,|). A = 0.66; it = 0.33 (2a)
RI=(A®™RIT) + (™ RIT,)
Forl <|FI| = (|RIm;| +|RDW,|). A = 0.66,u =022v =011 (2b)

RI=(A®RIM)+ (u®* RIT, )+ (v *RITT)

Theevauation of the 3Win began with alambda
vaueof 0.66, to stresstheimportance of themost cur-
rent input. Experimentswith thevalues of theweights
of the three windows showed that alambdaval ue of
0.66 produced acurvethat wasresponsiveto thelat-
est changesininput vauetrends. TheRSM dlowed a
node to recover its reputation after having received
negetiveinput through continued positive performance.
Therehabilitation processwastheresult of aginginput
itemsby shifting them through thewindows. Whilethe
3Win method enabled anodeto overcome past mis-
takes, it yielded askeptica approximation of theinput.
A hygeretic effect wasdesirablebecauseit forced nodes
to demonstrate sustained good behavior, rather than
reward them too quickly and allow them to oscillate
around thetrust threshold. Furthermore, thewidowed
technique gave the advantage of being ableto produce
the non-reputable evidence (i.e., the FIsin thewin-
dows) upon which thereputation had been calcul ated.
Thismeant that the system could implement both dy-
namic Fl weighting and theintroduction processin the
trust management system.

Dynamic weighting was a powerful tool for the
reputation-scaling agorithm asit had asignificant im-
pact on nodes that had been observed or associated
with misbehaving nodes. Dynamicweighting relied on
the existence of asystem memory to storetheidentities
and observationsof itsassociates. Thismemory func-
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tion and design aredescribed inthefollowing section.
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