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ABSTRACT

In this paper, We assume a primary-backup model with passivereplication
in combination with point-in-time replication yielding a one-way writeto
aread-only replicaand devel op anovel passive asynchronousreplication
methodology by applying the control approach. This new methodology
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isan optimization of the Primary-Backup replication servicefor creating a
policy based backup. Finally, Solutionsto the optimization problem used
in the off-line processing are modeled as a zero-one Knapsack Problem
(KP). TheKPisawell-known and researched binary integer optimization
model and was chosen for the simulation in this research.
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INTRODUCTION

We seek aminimally intrusive method for increas-
ing theresiliency of datain situationsof limited or re-
stricted processing and bandwi dth resources. Given that
all dataisnot valued the samein recovery from cata-
strophic eventsand that wehaveadynamic sysemwith
limited or restricted processing and bandwidth re-
sourceswhereoverloaded situations arise, istherea
low impact method for increasingtheresiliency of data?
We assumeaprimary-backup model with passiverep-
lication in combination with point-in-timereplication
yielding aone-way writeto aread-only replica. If we
had clairvoyant knowledge of replication requests, we
could schedul ethese requeststo minimizetheimpact of
afailureat any point intime based on ametric we de-
fineasthebenefit. Theincreaseinresliencyisbased on
theideaof minimizingthetemporal distance between

the primary and backup based on the value of thedata
giventhe constraints of the system. Such approaches
have been proposed for static red -time primary-backup
replication whereworst-caseboundsareknown. Intra-
ditional systemsor dynamic real-time systemsreason-
ableboundsare not known, so we have two choices.

Removetheuncertainty by queuing request until theend
of an optimizationinterval, thus providing complete
knowledge of the problem and solving using traditiona

means, or dealing with the uncertainty. Waiting to re-
move the uncertainty of future replication request in-
creasesthetempora distance between theprimary and
the backup, the parameter we aretrying to decrease,

sowemust ded with theuncertainty.

This Section devel opsanovel passive asynchro-
nous replication methodol ogy by applying the control
approach. Thisnew methodol ogy isan optimization of
the Primary-Backup replication servicefor creating a
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policy based backup. The application of thisapproach
to asynchronousreplication usesan off-linemulti-inter-
va optimizationto implement the user defined accep-
tance (control) policy for replications. Theresults of
the optimization are used to train an MLPto enforce
the acceptancepolicy in near real-time.

Solutionsto the optimization problem used inthe
off-line processing are model ed asazero- one Knap-
sack Problem (KP). TheKPisawell-knownand re-
searched binary integer optimization model and was
chosen for the smulation and Case Study in thisre-
search. Therelativeimportance of the dataisrepre-
sented inthereplication schemethrough priorities. This
ranking isbased on the premise of the practice of user
prioritization of the recovery process and the associ-
ated data. Theprioritiescan beassigned apriori tothe
replication objects. Theoptimization maximizestheac-
crued benefit (priority). The objectsidentified asopti-
mum for placement in the knapsack are accepted for
replication. Thetrade-off in optimization of many lower
priority smaler itemsbeing selected over alarge higher
priority item hasthe affect of creating abenefit ratio.
Thebenefit ratioisdefined asthepriority value per unit
of required bandwidth. Theincreasesinresiliency are
obtained by making decisionsto replicate the objects
with thegreatest overall benefit to the system versus
following theFCFSdiscipline. Other optimization mod-
elsand schemesto represent dataval uemay beused in
theoff-lineprocessing asdictated by the specific appli-
cation.

APPLICATION FRAMEWORKS
A common approach to building fault recovery sys-
temsisthe primary-backup model. Infault recovery
systems characterized by bandwidth constraintsor the
acceptanceof only minima operational delays, employ-

before snapshot

after snapshot

ing apass veasynchronousreplication solution follow-
ing the primary-secondary replication schemein the
primary-backup model iscommon. Inthisscheme, the
passivereplication isan asynchronousrefreshtechnol -
ogy wherethe model distinguishesonereplicaasthe
primary server, which handlesdl client requests. A write
operation ontheprimary server invokesthetransmis-
sion of an update messageto thebackup servers, which
updatesthe secondary replica(s). The backup replicas
areread-only to avoid conflicts. In other words, there
will beonly one sourcefor each replication object and
this source controlsthe updatesto thereplica(s) ina
one-way writeto read-only framework. Inorder tode-
creasetheimpact of thereplication on the operationa
system and ensurethere are no temporal issues, often
referred to astemporal variance, between dataitems,
the updates are often determined by point-in-timede-
pendant replication whereeach replication object will
have adefined RPO whichisconsidered acceptable
from adataloss perspective.

A dependent replicatracks only datathat hasbeen
over-written and aretypicaly point-in-timeimages. De-
pendent replicas aso known as sparse copiesrequire
additiond storagethat isroughly equivaent totheamount
of databeingwritten. Hitz providesfurther discussion
of dependent replicascaled sngpshotsinhisdiscussion
of Network Appliance’sWriteAnywhere File Layout
(WAFL) design. Figure 1 demongtratesthecreation and
update of adependant replica

The primary-secondary replication schemerepli-
cates on a FCFS basis relative to the replication re-
guest. The HIFO queueimplementing the FCFSpolicy
requireslittlecomputing resources so theimpact of the
replication schemeon theoperationa systemisamost
negligible. When performing continuity of operations
planning, theworst-caseloss of datacan belimitedto
two replicationinterva sfor areplication object aslong

after block update
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Figurel: Dependent replicacreation and update.
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as the system operates in an under- loaded or fully
loaded condition, meeting the RPO for eechreplication
objectduringdl intervals.

Under theassumption that the system’sbest effort
will bemade by the system to met the RPO of arepli-
cation object, and given afixed set of resources both
within asystem and required to completeareplication
of an object during aperiod of time, the system will
either be under- loaded, fully-loaded or overloaded
during thisperiod of time. Thedefinition of fully-loaded
isthat the system has adequate resourcesto meet all
requirementsduring aninterval of timebut no surplus.
Thedefinition of under-loaded isthat the system has
adequate resourcesto meet al requirementsduring an
interva of timewith surplus Thedefinition of overloaded
isthat there areinadequate resourcesto meet the cur-
rent requirements of the system during an interval of
time. In our case, these resources are assumed pro-
cessing or bandwidth. In either casg, if inadequatere-
sources are present, the job cannot complete during
thedlocated timeby definition, thusthe RPOismissed
for thegiven object. If adequateresourcesare present,
either under- loaded or fully-loaded, thebest effort as-
sumption ensurestheRPO will bemet. Thus, the RPO
of areplication object canonly bemet if and only if the
systemisunder-loaded or fully-loaded.

WORST-CASE DATALOSSTHEOREM

Theorem 1. The wor st-case data loss of a repli-
cation object upon failure of the primary data source
is two replication intervals under the assumption
that all RPOs are met.

For each replication object requested for replica-
tion, thereisaninterval inwhichthereplicationisde-
fined to occur. Thisinterval isreferred to asthereplica
tioninterval and defined to be thetime between repli-
cation requests of the samereplication object. Whena
replication requestismade, thisdefinesarecover point
for thisingance of areplication request. Thetiming re-
quirement of therequest isconsidered met if therepli-
cation iscompl eted beforethe expiration of theinter-
val, thusareplication request successfully meetingits
RPO requirement will at most beonereplicationinter-
val out of synchronization with the primary. Whena
fallureoccurs, thefailuremay occur (1) duringarepli-

cation or (2) during the processing time after the
acknowledgement of the compl etion and beforethe next
replication begins. Inthe base case, thefirst replication
will completeor not. For case (1), the secondary isup
todateand thereisno additiond datalossthusaworst-
casedatalossof onereplicationinterval. For case (2),

recovery must befrom another source, asthereplica-
tion hasnever succeeded. Under the assumption that
al RPOsaremet for nreplicationintervas, synchroniz-
ing the secondary to the primary at replication interval

n-1, case (1) adlowsrecovery during then+1 replica-
tioninterval tothejust completed RPO for the n™ rep-
licationinterva, thusonereplicationinterva of lost data

Case (2) requiresthetarget of thereplicationto roll-
back to thelast consistent state, i.e., then-1replication
interval’s RPO, and recover from that point, thus a
worst caselossof two replicationinterval’sdata.

APPLICATION REPLICATION MODEL

Thedatareplication mode used throughout thisex-
ample consi stsof three main components: thereplica
tion requests, the adaptive decision-making agorithm
and the actual replication. Processing elementsmake
requestsfor replications. Each replication request isfor
thereplication of areplication object. Thereplication
protocol performsthereplication between the primary
andthereplicacontrolled by the decis on-making algo-
rithm. Theflow chart for thereplication decisionsused
inthisresearchisshowninFigure2.

Replication objectsareuser defined containing one

_, Replication—— [Request _,f"'liu‘phu‘ﬂlu:%“n Y Replication

Bequest Qum_](_- lﬂ.\r”;P:l : e Protocol
i Y e

I
N AReplication-.
. Interval
Expired?

v

Sy'stem
I N ~ Generate N Y | Cancel
New Request
Requesi?

Generate New
Request

Figure2: Flow chart of scheduling model.
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or morefilesand areassumedto containdl fileswithin
aservicethat haveatempora dependency. Each repli-
cation object isassgned benefit and atiming congtraint.
Inthisresearch, the benefit isdefined to beapriority.
Thepriority isare ative assessment of how important it
isto havethedatareplicated duringagivenintervd, the
timing constraint. The definition of the benefit will be
dependant on the obj ectivefunction and optimization
model used to implement the acceptance policy.

Another consideration of our replicationmodd is
how consistency ismaintained. Sinceour target isread-
only, theupdates madeto an object after apointintime
(deltas) must be appliedin order to maintain consis-
tency. Two dternative solutionsare eval uated.

For thefirst solution, deltasthat are not accepted
by the objectivefunction arereca culated at each repli-
cationinterva. Thissolutionisdependant onthedelta
creation cost inthereplication solution.

The second solution, in order for the scheduler to
replicateanew ddta, ensuresthat prerequisite updates
havebeen completed. Thisisusadinthedatavault evau-
ation. An enhancement to the scheduler would beto
make asingleselection from anumber of possible se-
lections. Thesdlectionswould contain oneto dl deltas.
This can be modeled as a Multi-Choice Knapsack
Problem (MCKP). Leeand Hsu [ 74] show how touse
aneura network to solvethe M CKP.

APPLICATION OPTIMIZATION M ODEL

For the simul ations and Case Study devel oped
in this Chapter, the sol utionsto the optimi zation prob-
lem used in the off-line processing aremodeled asa
zero-one KP. The KP is a well-known and re-
searched binary integer optimization model. A de-
scription of the zero-one KP model follows. Keller,
Pferschy and Pisinger [65] provide an overview and
further discussion of the KP problem, itsextensions
and variations.

Aninstance of thezero-one KP can be defined by
the capacity C and aset of nitemswhereanitemiis
described by its profit P, and weight W. A subset of
itemsissdected such that thetotd profit of thesdected
itemsismaximized and thetotal weight does not ex-
ceed C. TheKP can beformulated asasolution for the
following linear integer program:

Maximize O =Y RX

i=1
Subjectto X Wx <C
i=1

Where on+ min{z‘c‘,c(\c\)})...{ﬂl,...,,;m},i —1.-n

and x €{0,1},i=1--n

The profit P, belongs to the set of prioritiesiz, .} .
Higher priority val uesrepresent higher priority items.
Thedecisonvector x-[x,.-x,] identifieswhichitems
areto beinserted into the knapsack. A value of one
identifiesinsertion. Insertioninto theknapsack indicates
acceptance of theobject for replication. All of the co-
efficientsarepositiveintegersand O isthe objective
function. Theweight of eachitemisitsbandwidth re-
quirement for replication and must belessthantheca
pacity sothat itispossibleto be scheduled. Capacity is
the quantity of bandwidth availablefor replicationsdur-
inganinterval. If an object’sweight isgrester thanthe
current capacity, the object cannot be schedul ed dur-
ingthecurrentinterva. Findly, the sum of theweight of
al itemssubmitted to the scheduler must begreeter than
the capacity or all itemsare scheduled.

KPisNP-hard and can be solved anumber of ways
with one such approach being dynamic programming
(DP). DPisacommon approach asit provides solu-
tionsto KPin pseudo- polynomial time. Therecursive
formulafor aDP solutiontothezero-oneKPisgivenin
TABLE 1. Thecomplexitiesin finding exact solutions
to KP problemsimpact the scaletowhich the solutions
arepractical.

TABLE 1: Zero-oneK Precursiveformula.

0 6= 0,i-0
I I£}<0, 1 =0
x Fiaj Ifj<w,1<i<n

max {Fl-l,]1 (F1-1,]-wi + Pl) } If_] >w;, 1<i<n

Pisinger [98] providestheminimal exact solution
for solving thezero-one KP, whichisusedin thisre-
search. Pisinger’ssolution, the MINKNAP agorithm,
isbased on prima -dua dynamic programming algo-
rithm, combined with alazy kind of reduction and sort-
ing. Asdetailed in the Pisinger paper, the MINKNAP
agorithmiso(+min{2°.c(c))) where |c| isthesizeof the
minima symmetrical core. For smal coresizes|C|re-
aultsinlinear solution times, whiledifficult problems,
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demanding a complete enumeration,

pseudopolynomialy bounded.
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