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ABSTRACT

Excess of weight is a preoccupation for public health worldwide and is
common among children and adol escents. Thiswork intended to produce
amodel to predict weight of young people between 10 and 15 years de-
pending on several tested independent variables: height, age, gender,
physical activity, frequency of eating in Fast Food restaurants, the habits
of eating at home, the eating of healthy or non-healthy foods. For this
diversetools for regression analysis were employed. The results allowed
encountering a model that included four from the eight variables tested
and excluded the other four, for not being explanatory of weight under the
conditions tested. Finally, the regression model was subject to verifica-
tion of the assumptions for application of thiskind of model, and in light
of the results obtained, it was concluded that the model can be applied as
a predictive model for weight, for the population of young adolescents
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aged between 10 and 15 years.

INTRODUCTION

Obesity isamgor public health problemworldwide
and isthe most common nutritional problem among
children and adolescents. Thepreva ence of overweight
and obesity hasincreased dramatically inrecent years,
being quite preoccupying™.

For children and adolescents, the limits of
underwe ght, normal weight, overwelght and obesity are
dependent on the age and gendert23.

It hasbeen postul ated that changesinlifestylesand
environmental conditions, such as electronic
entertainment media and lack of access to public
trangport, haveincreased thelevel of risk for vulnerable
young peopl€4. Some primary prevention approaches
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include community-based interventions aimed at
increasing the adoption of lifestylesto reduceweight,
and more particularly on theimportance of physical
activity and care with diet, supplemented with
contingency plansat thelevel of government schools
and public hed th departments.

Many factors were found to contribute for the
weight of the populationin generd, and adolescentsin
particular, and these include genetics, family
environment, education, food habits, fast food, sports,
physica activity, or sedentarism®.

Strong relationships have been demonstrated
between an excessvetimedevoted to screen sedentary
activities(televison, computer, console, etc...) and the
prevalence of overweight!®. A study conducted inthe
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United States” concluded that children with a
combination of high sedentary behavior and lower
physical activity weretwiceaslikely to be overweight
thantheir counterparts, less sedentary and moreactive.
In another study™® was reported that higher television
viewing time increased the likelihood of being
overweight regardless of the adol escent being activeor
inactive, but that thosewho watched moretelevision
and exercised lesswerethreetimesmorelikely to have
excessweight than their counterparts, |ess sedentary
and moreactive.

Theobjective of the present work wasto derivate
aregressonmodel of theweight of young adolescents
asafunction of some sociodemographic variables, as
well assome variabl es associ ated with esting habitsand
physica activity.

MATERIALS& METHODS

Data collection

This survey was undertaken by means of a
guestionnaire, which constitutes one of the privileged
waysof collecting datarefereeingto socia behaviors.
The questionnaire was devel oped for this study and
previousy submitted to the approval of the competent
authority (The Service of Educational Projectsof the
Portuguese General Direction of Education) for
gpplicationinschool context.

The questionnairewas structured so asto col lect
data on sociodemographic variables; the practice of
sportsand physical activity; thelevel of knowledge
rel ating to healthy eeting; and findly thehabitsregarding
eating and food.

Samplingand procedure

A multistage stratifed sampling method wasused in
the selection of schools. From dl thepublic schoolsin
Viseu, Portugd, four wererandomly sdected, and hence
the collection of datawasheld inthe schoolsAzeredo
Perdigdo, Grao Vasco, Mundéao and Repeses. The
samplewasexdusvely congtituted by sudentsattending
the 2™ and 3 cycle (5" to 9" grades) of basic education
inPortugd. The samplewas se ectedamong al classes
of theyearsconsidered and fromdl theschool sincluded
inthestudy. Therewasarandom selection of classesin
each school and the questionnairesweredelivered to

the corresponding directors of class so they could
distribute them during their lessons. The participation
of the respondents was voluntary and proceeded by
written authorizationfromther parents, authorizing their
children to participate in the survey. Intheend, 720
consented valid questionnai reswere obtained for young
adol escents aged between 10 and 15 yearsold.

Samplecharacterization

The samplewas constituted by 720 students, from
which 49.4% weremal eand 50.6% werefemal e, thus
representing evenly both sexes.

Theagesof theenquired varied from 10to 15 years,
withamean of 12.43+1.52 years. The age distribution
canbeseeninFigurel.

Age (years) ™10 m11 w12 W13 14 W15

Figurel: Agedistribution of theenquired

The students attended the 2™ and 3 cycles of the
Basic Education in Portugal, being 20.7% in the 5"
grade, 23.3% in the 6" grade, 21.5 in the 7" grade,
16.1inthe8"gradeand 18.3in the 9" grade.

Regression modeling

Theobjectiveof thisstudy wastodevdopamultiple
linear regress onmodd that relateswei ght with some of
the variables measured in the study. Some questions
dlowedinthesurvey dlowed obtaininginformationsuch
asheight, gender or age, whichisintended toincorporate
intothemodd!.

Other factorsthat areintended to try incorporating
inthe model are associated with practicesrelated to
physical exercise, leisure activities and free time
occupeation habits, ind uding physicd inactivity, or feeding
practices. Information about sports practice was
collected in the questionnairethrough questions such
as. Areyou federated in any sport?, Do you practice
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school sports? or Do you practice high competition

sports? (All of these should be answered yes or no).

Information concerningtheleisureactivitiesandfreetime

occupation habitswas obtained through question: What

of thefollowing activitiesdid you practice yesterday?

(withmultipleanswer options: Playing outdoor, Interndt,

Watch TV, Play computer, Playing sports, Reading

books). Information relating to habits of eating out was

obtained by question: How many timesdid yougoto
thefollowing conveniencerestaurantsduring the last
week? (with multipleanswer options Mcdondds, Pizza

Hut, Vitamins, Telapizza, H3, Subway, Pans &

Company, Piantella, House of Soups, Fish Times). The

information about thefrequency of eatinga homewas

obtained through questionsabout frequency of eating
at homethefollowing medls: breakfast, lunch or dinner.

Alsothehabitsof consumption of certainfoodswere
eval uated through questions about the types of food
eaten according to categories: hedthy foodsincluded
milk, yogurt, bread, cered's, soup, vegetablesand sd ads,
fruitsand natural fruit juices, fish or meat, non-healthy
foodsincluded chocol ate, chips, carbonated sweetened
drinks, sweets, cookiesand sweet deserts.

Thevariables cong dered potentia ly explanatory to
try toincorporateinto the regression model to describe
theweight of pre-teens and young teenagerswere as
follows

« H : height (quantitative variable, expressed in
meters),

« A:age(quantitativevariable),

« G:gender (dichotomousquditativevariable mae
=0femae=1),

« SPA: sportsand physicd activity (whether schoal,
federated or high competition sports and other
physcd adtivities) (dichotomousquditativevaridble
if not practicingany kind of sport or physicd activity
=0, if practicing some kind of sport or physical
activity=1),

« EO: frequency of eating out infast food restaurants
(quantitative variableresulting from the sum of the
number of timesthat the adol escentswent to fast
food restaurantsto eat pizza, hamburgersand similar
typesof meds),

« EH: frequency of eating at home (dichotomous
gualitativevariable: if usually eat at home=0, if
usualy eat out = 1),
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» HF: et hedthy foods(quantitativevariableresulting
from the sum of the number of times that the
adolescents eat foods considered hedlthy),

* NHF: eat non-healthy foods (quantitative variable
resulting from the sum of the number of timesthat
theadol escents eat foods cons dered non-hedlthy).

Hencetheregression model to study could bewritten

&s

W = £(H, A, G,SPA, EO, EH, HF, NHF) @

whereW isthe body weight, inkg.

Development methodology

Previoudy to themode development, singlelinear
regression mode sweretested between the dependent
variable (weight) and each of theindependent variables
consdered, independently, toverify if thevariableaone
would seemtoinfluencetheweight or not.

Inthefirst sageasmplelinear regression equation
was considered to evaluate the rel ation between the
weight and the 1% variable that was considered to be
potential ly explanatory, theage. Then each of the other
variableswas success vely incorporated into themodd,
inorder to verifyif it would add explanatory power to
themodd. It wasa so used the partial F test to test the
introduction of a set of variables that constituted a
complete model to compare with the reduced model
developed up until that point of thework.

The overall significance of each model was
evaluated using the F-test and the significance of each
of theestimated coefficientsfor thedifferent independent
variables waseval uated by thet-test.

Thegoodness of thefit wasevaluated by thevaue
of the coefficient of determination (R?) whenit cameto
simplelinear regression and thevalue of the adjusted
coefficient of determination in cases of multiple
regression.

In al tests a level of significance of 5% was
cong dered, unlesswhen pecified adifferent sgnificance
level, and software SPSS version 22 was used to trest
thedata

RESULTS& DISCUSSION

Previous analysis of the relations between the
weight and each of theconsidered variables

Beforegtartingto buildthemultiplelinear regression
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model a preliminary analysis of the potential links
between theindependent variables and the dependent
variablewe ght was undertaken, using for suchmodels
of simple linear regression the general equation as
described by:

Y = by + X @
where: Y = dependent variable (weight), X =
independent variable, b, = constant (intercept of the
straight line), b, = coefficient of thevariable (slope of
thegtraight line).

Thedifferent variablesconsidered herewerethose
includedin Equation (1): H (height), A (age), G (gender),
SPA (sportsand physical activity), EO (frequency of
eating out infast food restaurants), EH (frequency of
eating a home), HF (eat healthy foods, NHF (eat non-
healthy foods).

TABLE| presentshriefly theresultsfor thedifferent
linear regressions, only to allow observe the kind of
influencethat each of the variables considered would
haveby itsdf on the dependent variableweight. Note
that thereisnot acomprehensivediscussion of these
results, since they were only designed to guide the
followingwork. Theresultsin TABLE 1 show that while
thevariableswe ght and height have some explanatory
power on weight, the rest have a very limited
explanatory power, attending to the values of the
coefficient of determination whichisvery low. Stll, the
regression is significant in most whole of the cases
(except for variables EO, EH and HF) given the
ggnificanceof theFtest. For thistest tothesignificance
of theregression, when p-vaue<0.05thenull hypothesi's

TABLE 1: Principal resultsof theindependent simplelin-
ear regression models

Linear n F Co?bsot;ant Co?bslt)ant
regresson Sig. Sig. Sig.
W= f(H) 0.557 98%388 'E‘,‘o%%ﬁ %gg
W =f(a) 0375 Tk’ oot 0000
W=1(c) 0014 0ot oo0o 0001
W = f(SPA) 0.024 1& '070302 5095507 _& Sgg
W =1(EO) 008 glat oo o141
W = f(EH) 0005 500 Goro 5070
W =f(HP) 008 % ow o1
W= P oo 3843 47.260 0.966

0.050 0.000 0.050

(HO: B, =B,=P,=0, theregressionisnot significant)
isrgected andinthet casealinear relation existsbetween
theindependent variable and the dependent variable
considered. Thus, it can be observed that for variables
EO, EH and HF the p-valueisgreater than 0.05, hence
not rejecting HO, i.e., thereisno evidence that these
variablesinfluenceweight. Asregardsal other linear
regressionsthey haveasgnificant F, dsobeing significant
the coefficientsassoci ated with theindependent varigble
(b)) ineach case.

Linear regression model between weight and
height

Thelinear regress onmodel between weight and height
can be expressed by thefollowing equation:

W = —74.966 + 0.782 H (©)
Thismodel estimates that, on average, for each
centimetremorein height thewe ght increasesby 0.782
kg. Theoveral sgnificanceof theregresson mode was
evaluated by the F test, which teststhe null hypothesis
of no rel ationship between theindependent variableand
thedependent. TheF statisticistheratio of thevariance
explained by the model to the variance that was
explained (F = SSR/SSE), indicating that when Fis
high the proportion of the variance explained by the
model is significantly greater than the variation not
explained, and therefore leads to therejection of the
null hypothesis. Inthiscasethe F statisticis901.338
and hasasignificant p-vauelower than 0.001. Thus, at
thelevel of significance of 5%, becausep <0.05HO0Is
rejected, and henceit isconcluded that height influences
weight. Totest the significance of the coefficient that
multipliestheindependent variable thet-test was used.
This tests the null hypothesis (HO: B, = 0) that the
independent variableisnot explanatory of the dependent
variable. Thisprocedure, in the present case of smple
linear regression, only servesto confirmtheconclusion
of the Ftest, asfor simpleregression theresultsof F-
test andt-test coincide. From TABLE | both the constant
and the coefficient of theindependent variable height
have significant p-va uesat asignificanceleve of 5%,
so the variable height is significant for the model,
confirmingwhat wasprevioudy observed.
Thevaueof thecorrelation coefficientinthiscase
was0.746, whichisindicative of astrong association
between thesetwo variables. The corrdation coefficient
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measures the association between two variables
according to the magnitude of the absol ute value [ 9-
11]. 1f 0.00< |R| < 0.10theassociationisvery week, if
0.10<|R|<0.30theassociationisweek, if 0.30<|R|
<0.50theassociationismoderate, if 0.50<|R|<0.70
the association isstrong and if 0.70 < |R| < 1.00 the
association is very strong. For R = 0 there in no
associationandfor R=1or R=-1theassociationis
perfect. Whenthevaueof Risnegativeit indicatesan
inverse correlation between thetwo variables.
Thedetermination coefficient (R?), when expressed
in percentage, gives the explanatory capacity of the
model, whichinthiscaseis55.7%, thusexplainingmore
than half of thetotal variance of the dependent variable
(weight), so that the remaining 44.3% would be
explained by other factorsthat not the height.

Multiplelinear regression model between weight
and height, ageand gender

The previousmodel wasextended including more
independent variables, namely ageand gender, in order
to verify if the model became more robust with the
introduction of these new variables. Theresults show
that the adjusted determination coefficient increased from
0.556 to 0.583, indicating that theintroduction of the
new variablesincreasesjust dightly therobustness of
themodel, now explaining 58.3% of thevarianceinthe
dependent variableweight.

Tegingtheoverdl sgnificanceof themodd reveded
that in this case the regression is significant at a
significanceleve of 5%, sincethe p-value of the Ftest
is less than 0.05 (F = 335.498, p-vaue < 0.000),
leading to thergjection of the null hypothesisthat there
isno relationship between the independent variables
and thedependent variable.

TABLE 2 showstheresults obtained for themodel
coefficientsand dlowsto verify that thevariable gender
doesnot have explanatory power over weight, contrarily
to the variables height and age. This variable was
significant when asimplelinear regressionwas made
between weight and gender done(resultsin TABLE),
but when the model dready incorporatesthevariables
height and age, it becomes redundant. Infact, the p-
vauefor varigblegender isnot Sgnificant a asgnificance
level of 5% (p-value=0.075), but could be significant
a the10%sgnificancelevd, and o, giventherdevance
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of thevariablein questiontheoptionistokeepitinthe
model, that inthis caseistranslated by equation (4).
Thisoptionisjustified because it is known that for
children and adolescents, percentile tables are
determined by gender and age’?¥, and henceit is of
interest to keep inthemodel thevariable gender.
W = —70.193 + 0.623 H + 1.655A — 0.993G (4
Theobsarvation of the standardized coefficientsbeta
(TABLE I1) dso showsthat thevauefor thevariable
gender is very low (beta = -0,044), confirming the
relative unimportance when compared to the other
variables, and particularly age (beta=0.595).

TABLE 2 : Coefficients of the multiple linear regression
model between weight and height, ageand gender

Unstandardized  Standardized

Model Coeffll3 cients Coeg:; ents Stattistic Sig.
(constant) -70.193 -17.150  0.000
H 0.623 0.595 18.288 0.000
A 1.655 0.221 6.838 0.000
G -0.993 -0.044 -1.783 0.075

Becausegender isadichotomousvariableassuming
the values 0 and 1 for genders male and female,
respectively, the model from equation (4) can be
decomposed intwo, onefor each gender accordingto
equations (5) and (6):

W = —70.193 + 0.623 H + 1.655 A (for male) (5)
W = —71.186 + 0.623 H + 1.655 A (for female) (6)

Complete multiple linear regression model for
weight

Atthisstageamultiplelinear regress onmodel was
obtained that dready includesthreeexplanatory variables
(height, age and gender), and which reflect intrinsic
characteristicsof theyoung peoplesurveyed. However,
itisintended also to incorporate into the model five
more independent variablesrelated to practices and
behaviors of young peoplewho might influencetheir
body weight, which are:

«  SPA: sportsand physica activity (whether schoal,
federated or high competition sports and other
physica activities),

« EO: frequency of eating out infast food restaurants,

» EH: frequency of eatingat home,

» HF: eat hedthy foods,

* NHF: eat non-healthy foods.
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Notethat, dthoughintheprdiminary andyssitwas
observed that the variables EO, EH and HF appeared
to have no explanatory capacity towards the
independent variableweight, yet they wereincludedin
theanaysisto confirm if thisassumption wasdefinite.
Thefundamental sfor the decision of notimmediately
abandoning thesevariable based only ontheresults of
thesmpleregression analysis(TABLEI) consisted on
thefact that there are many referencesintheliterature
about theinfluence of thesetypesof behaviourd factors
inbody weight and consequently in corpora body mass
index (BMI)i2-tel,

Considering a more efficient methodology in
alternative to the successive addition of each of the
independent variables, at thisstagethe partial F-test
was used to comparethefull model (comprising eight
independent variables) with the reduced model
(comprising only threeindependent variables). Todo
this, was used the stepwise regression method. The
partial F-test teststhe null hypothesisthat the reduced
model is appropriate (HO: B ,, = ...= B, = 0; where
B.., --- B arethecoefficientsof thevariablesadded to
the complete model and not included in the reduced
moddl). By rgjecting HO, thereisevidencethat among
thex.,, ... x, variables a |east oneit useful inthemodel.

Theresults show that the final model (model 2)
incorporatesjust onefromthefivevariablesthat were
added to thetest block inthecompletemodd, whichis
thevariableassociated with sportsand physical activity
(SPA), ascanbeseenin TABLE 3.

Thus, the final solution (model 2) excludes the
variables EO (frequency of eating out in fast food
restaurants), EH (frequency of eating at home), HF (eat
healthy foods) and NHF (eat non-healthy foods), as
indicatedin TABLE IV. Thesevariableshave p-vaues
of thet test considerably high (0.601, 0.349, 0.903,
0.330, respectiveyfor EO, EH, HF and NHF) (TABLE

TABLE 3: Variablesadded tothecomplete model

Variables Variables

Model entered removed Method
1 H, A G Enter
Stepwise
(Criteria:
Probability of F to
2 SPA enter < 0.05;

Probability of F to
remove > 0.100)

4),leadinginal casestonot rgectingthenull hypothesis
(HO: theindependent variable has no influence onthe

dependent variable, weight).
TABLE 4: Variablesexcluded from the complete model
Model Var. Betaln t Sig. pc? cs’
Tolerance
SPA -0064 -2505 0010 -0.097 0.933
EO 0011 -0448 0654 -0.017 0.987
1 EH 0019 0763 0446 0029 0.980
HF 0.000 0009 0993 0000 0.986
NHF  -0.038 -1575 0116 -0.059 0.996
EO 0013 -0523 0601 -0.020 0.987
2 EH 0023 0937 0349 0035 0.976
HF 0003 0121 0903 0005 0.984

-0.024 -0.975 0330 -0.036 0.937
3PC = Partial correlation; °CS = Collinearity statistics

Theseresultsare somewhat expected considering
what had been observed during thepreliminary andysis
by simplelinear regression between thesevariablesand
weight. Infact the preiminary resultshad indicated that
thevariables EO, EH and HF had no influence on the
weight of theyoung adol escents, and for variable NHF
itwasonthelimit of significance (p-value=0.05), but
thiswasfor amode with only oneexplanatory varigble
and inthe case of thiscomplete model thisvariableno
longer had significance. Theseresultsare contradictory
to someextent with someinformationinthe scientific
literature™>15!, but may be due to the fact that these
studentsreside in Viseu, acity where there are still
healthily eating habits and hence this was not a
differentiator factor for body weight. Effectivelyinthe
sample under study was observed that 56% do not eat
at Fast Food Restaurants even once aweek, 24% go
only onceaweek and only 20% go morethanoncea
week, indicating that theserestaurantsare still ararity
inthefeeding habits of these young people. With regard
toactivitiesinleisuretime, only 27% practiceexclusvely
sedentary activitiescompared to 72% who have other
activitiesinther sparetime, such asplaying outsdeand
playing sports. These young people are still mostly
practicing sports (57% practice school, federated or
high competition sports).

TABLE 5 showsthe coefficients of thevariables
that were considered to build thecompletemodd. The
resultsshow that dl variableshaveasignificant p-vaue
inthet test at the 5% significancelevel, leadingto the
rejection of thenull hypothesisthat thevariablesarenot
explanatory. Hence all variables showed to have
influence on the dependent variableweight, including
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the variable gender, which at a certain point was
questionedif it should or not beincluded inthemode.
On the other hand, the analysis of the standardized
coefficientsbetarevea sthat thevariablesthat havea
highest influence ontheweight arehheight (coeff. betaof
H =0.594) followed by age (coeff. betaof A=0.217),
whilevariablesgender and physica activity haveaminor
influence on weight (coef. beta of G and SPA are -
0.056 and -0.064, respectively).

With thevauesof the coefficientsfrom TABLEYV,
onecanwritethefinad mode equation:

W = —-67.804 +0.622H+ 1573 A
—1.265 G — 0.568 SPA @)

TABLE5: Coefficientsof thevariablesof thecompletemodel
Unstandardized  Standardized

Model Coefficients Coefficients t Sig.
Var. B Beta Statistic

(constant) 67.804 16224 0.000

0.622 0.594 18.324 0.000

A 1573 0.210 6.471 0.000

G -1.265 -0.056 -2.241 0.025

SPA -0.568 -0.064 -2.595 0.010

Theresultsd so showed that thep-vaueof thepartia
F-test (0.015) is less than alpha (0.05) leading to
regjection of thenull hypothesisat asignificanceleve of
5%. Thus, theintroduced variable SPA showed some
explanatory capacity on the dependent variableweight.
Sinceinthiscasethe complete model differsfromthe
reduced model ononly onevariable, itisverified that
thepartial F-testisan equivaent totheT-test for this
inserted variable, i.e., thevalue of the statistic of the
partia F-test (6.736) isequa tothesquareof thegatigtic
of thet-test for the coefficient of that variable (-2.595
~ 6.766) and the p-valueisalso equa (0.010).

Alsotheresultsof the Ftest tothefind modd (mode
2) showsthat themodd issignificant at asignificance
level of 5% becausethevaueof Fishigh (255.323)
and has a p-value (<0.001) less than 5%. When the
datistic of the Ftestishighit meansthat theratio of the
variation in weight explained by the model is
considerably larger than the variation that is not
explained. Since p<0.05 the null hypothesis of the
independent variables not having influence on the
variableweight isrejected.

Asregardsthe explanatory capacity of themode,
it was observed that the determination coefficient
increased inthe completemodd , dthough very dightly,
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compared to the reduced model, so that this model
(corresponding to equation (7)) can explain 58.5% of
thevarianceinthe dependent variableweight.

Validation of assumptions

For gpplying linear regression mode sthefollowing
assumptionsshould beverified:
e Theerrorsmust obey thenormal distribution;
e Theerrorsmust beindependent, have zero mean
and constant variance;
e Theindependent variablesarenot correlated, i.e.
thereisno multicollinearity.
Onceregression wasperformed using the method
of least squares, the zero-mean of the errors is
automatically ensured.

Normality of theerrors

Totest thenormality of theerrorsthe standardized
residualswere stored inthe databaseto test. Figure 2
showsthat thedotsare more or lessaligned with the
diagond but with somedeviation, whichisanindicator
that maybethenormdity of thedistribution of theerrors
might beviolated.

Normal P-P Plot of Regression Standardized Residual

Dependent Variable: Weight

10

0,5

064

0,41

Expected Cum Prob

0,0 T T T T
[] 02 04 05 0s 10

Observed Cum Prob

Figure2: Normal praobability plot

For confirmationthenormality of theresidualswas
tested by the Shapiro-Wilk normality test, for being the
most adequate when the sample sized exceeds 30, and
which resultsarepresented in TABLE 6. Theresult of
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thetest to normal distribution of the errorsindicates
that the p-value is significant, i.e. p < 0.05, which
determinesthergection of thenull hypothesis(HO: The
digtributionisnorma), and thereforethedistribution of
the errors does not obey normality at a level of
significance of 5%. Neverthelessit isimportant notice
that this assumption is important but not critical,
especialy inthe case of large samples, asitisthecase
inthe present study, whereN = 720.

TABLE 6: Normality test totheerrors

Shapiro-Wilk
Statistic df Sig.
Standardized residuals 0.963 720 0.000

Homocedasticity and independenceof theerrors

Figure 3 shows the graph of the residuals as a
function of the predicted va ues, both standardized, in
order to eliminate the effects of the magnitude of the
measurement scalefor the errors. The observation of
the points suggests that the errors are distributed
randomly around the y=0 line, with maybe just some
outliers, thusindicating that the varianceis constant.

600000

40000~

200000

00000

Standardized Residual

-2,00000—

-4 00000

T T T
Jaooog 200000 400000
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Figure3: Residualsdistribution
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For confirmation, verification of theindependence
of errorswas made by the Durbin-Watson test, whose
resultsareshownin TABLE 7.

TABLE 7: Durbin-watson test to theindependenceof the
errors

2 . > Standard error Dur bin-
R R Adjusted R of estimate Watson
0.767 0.588 0.586 7.328 2.066

Thevalueof the observed statistic for the Durbin-
Watson test (d) was 2.066. In order to make any
conclusion there must be determined for the present
case study thevalues DU and DL, which alow to set
thedecisonintervasof Durbin-Watsontable (TABLE
8). In this case n = 720 observations and k = 4
independent variables (Height, Age, Gender, and
Physicd activity). Thecriticd limitswerefoundin Durbin
Watson tablesfor these n and k values, although the
exact vaues for thissamplesizein particular werenot
found. However, it was possibleto find tablesfor large
samples, inparticular for N =700 and k =5 (because
inthiscasethetablesexplicitly indicated that theva ue
of kincluded theindependent term (intercept)), whereby
thesefiguresare used asan approximation. Thus, the
values of critical limitsare: DL =1.864 and DU =
1.887, from the Durbin-Watson tablesfork =5andn
=700for asignificancelevel of 5%[17]. Fromthese
critical limitsthedecisioninterva swereca culated and
areshownin TABLE VIII. Sincetheobserved val ue of
thetest satisticisintherange[ DU, 4-DUJ, thecondition
of independenceof theerrorsisverified. Notethat this
conditionisessential for validation of theregression
modd.

TABLE 8: Durbin-watson decision intervals

Interval d = 2.066 Decision®
[0, DL] [0, 1.864] Reject HO / Dependence of errors
[DL, DU] [1.864,1.887] Inconclusive
[DU, 4-DU] [1.887,2.113] Not reject HO / Independence
[4-DU,4-DL] [2.113,2.136] Inconclusive
[4-DL , 4] [2.136, 4] Reject HO / Dependence of errors

"HO: There is no correlation between successive residuals
Multicollinearity

For theandysisof multicollinearity wereused for
each variablethevauesof toleranceand VIF (variance
inflation factor) shownin TABLE 9. For absence of
collinearity the values of tolerance should be greater
than 0.1 and thevalues of VIF should belessthan 10,
correspondingly, sinceVIFistheinverseof tolerance.
Fromobsarvingthevauesin TABLE Qitisseenthatin
all casesthe tolerances are greater than 0.1 and the
VIF arelower than 10, so thereisindication of absence
of multicollinearity. Thus, with respect tothisassumption
itisnotviolated, i.e., it isaccepted that the variables
arenot correl ated.
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TABLE 9: Ealuation of multicollinearity

Collinearity Statistics

Variables t

Tolerance VIF
H 18,324 0,000 0,548 1,824
A 6,471 0,000 0,548 1,824
G -2,241 0,025 0,937 1,068
SPA -2,595 0,010 0,933 1,071

For confirmation it was further determined the
correlation matrix between theindependent variables
inthemodd (TABLE 10). Theresultsshow that inal
cases the values are lower than 0.7, the strongest
correlation wasfound between thevariablesheight and
age, withavaueof R=0.659, indicating that no strong
correlationsexist betweenthevariables.

TABLE 10: Pear son correlationsbetween theindependent
variablesin theregression model

H A G SPA
H 1
A 0.659" 1
G -0.129™ 0.002 1
SPA -0.106" -0.182" -0.183" 1

“Corelation is significant at the 0.01 level

CONCLUSION

Thiswork alowed building by successivestepsa
multiplelinear regressonmodd to describethevariation
intheweight of young peoplebetween 10 and 15 years
depending ontheexplanatory variablesH (height), A
(age), G (gender), and SPA (sports and physical
activity). It wasadso found that theintroduction of other
variableswhichinitially were thought to have some
explanatory power over weight, such asthefrequency
of eating in Fast Food restaurants (EO), the habits of
egting at home (EH), the eating of healthy (HF) or non-
healthy foods (NHF), reveaed after al not having
explanatory power in the model, meaning that these
variables are not important when the model already
incorporated the other four.

After finding theregression mode thiswas subject
to verification of theassumptions, having been observed
that there was adeviation with respect to normality,
which however would not becritica takinginto account
thesamplesizeinthe study (720 cases). Withregards
tothemulticollinearity thisdid not occur, sothevariables
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were uncorrelated with each other. As regards the
homoscedasticity, it wasfound that the variance of the
errors was approximately constant and these were
independent, asdemonstrated by theresult of Durbin-
Watson test.

In light of these results, and because the most
important principlesfor the application of regression
wereassured, themodel that wasfound can be applied
as a predictive model for weight depending on the
variables considered, for the population of young
adolescentsaged 10 and 15 years.
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