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ABSTRACT 
 
Enzymes are a kind of protein that has catalytic function, the study of supersecondary
structures in enzymes plays an important role in the structure and function of enzymes.
Based on enzyme sequence information, four kinds of supersecondary structures in
enzymes were researched for the first time. Amino acids of sites and dipeptide
components of sites were selected as parameters, the predictive results were not ideal by
using scoring function method; the better performance was obtained by using support
vector machine (SVM), 40 scores for five selections of the best fixed-length pattern were
selected as input parameters, the overall prediction accuracy in 7-fold cross-validation was
81.2%and the Matthews correlation coefficient was above 0.70. Therefore, SVM based on
scoring function is an effective method to predict four kinds of supersecondary structures
in enzymes. 
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INTRODUCTION 
 
 Enzymes are also called biological catalysts, which produced by living cells with high specificity 
and catalytic efficiency. There need a series of chemical reactions to occur at the metabolism and almost 
all processes take place by catalytic efficiencies of the enzyme. That is to say, there will be no life 
phenomenon without enzyme. Therefore, study on enzyme structure and function is very important to 
the development of life science. In the past few years, much progress had been made towards the 
function of an enzyme, such as enzyme or non-enzyme[1-2], the classification of enzyme sub-classes[3-7]. 
However, studies on the structure of an enzyme were relatively limited. 
 Enzymes are a kind of protein that has catalytic function, they have the same primary sequence 
and advanced structure as common proteins. In protein, two or several secondary structure units are 
connected by loop (connective polypeptide without β-strand or α-helix) and formed a certain 
geometrical arrangement of the local space structure, it is called supersecondary structure or motif[8]. 
Simple supersecondary structures are classified into four types: β-loop-β, β-loop-α, α-loop-α and α-loop-
β. Supersecondary structure is a building block of the tertiary structure of protein, it plays vital roles in a 
protein, such as providing folding stability, recognition and structure assembly. For these reasons, a 
number of supersecondary structure prediction methods have been developed in the past[9-17]. However, 
supersecondary structures in enzymes have their own characteristics, they often contain some binding 
sites and active sites, perform complicated biochemical function. For example, mitogen-activated 
protein kinase is an important transmitter signal from the cell surface to the nucleus, which contains a β-
loop-α. β-strand at N-terminal and α-helix at C-terminal are separated by a deep channel, where is the 
binding site of ATP[18]. SnRK3 is also called calcineurin B-like calcium sensor-interacting protein 
kinase (CIPK), it has an inhibitory region in its C- terminus binding region, which combine with 
calcineurin B-like calcium sensor (CBL) to activate the kinase. CBL has a conservative core region 
contain four α-loop-α motifs, the conservative of every α-loop-α is relate to binding different kinase[19]. 
Hence, it is special significance in structure and function of enzyme that study on four kinds of 
supersecondary structures in enzymes. 
 In this paper, an attempt had been made to predict four kinds of supersecondary structures in 
enzymes. Supersecondary structures of 2261 enzymes, according to the regular secondary structures 
connected by loops, were divided into β-loop-β, β-loop-α, α-loop-α and α-loop-β. Based on amino acid 
sequence, the best fixed-length patterns contain 24 amino acids, which were generated using five 
methods: the first amino acid (beginning) of loop located the sixth position; end of loop located the 
nineteenth position; beginning of loop located the tenth position; end of loop located the fifteenth 
position; loop region located the center of pattern, amino acids of sites and dipeptide components of 
sites were selected as parameters, respectively, the lower accuracy were obtained by using scoring 
function method and SVM, amino acids of sites and dipeptide components of sites were together 
selected as parameters, the best result was obtained in support vector machine by using input parameters 
of 40 scores for five selections of the best fixed-length pattern. 
 

MATERIALS AND METHODS 
 
Materials 
 A dataset of 16,712 proteins with <95% sequence identity was downloaded from ASTRAL 1.75 
of SCOP (http://scop.mrc-lmb.cam.ac.uk/scop/), after excluding small proteins,14977 protein sequences 
were obtained. Blastcluster software was used for obtaining 8704 proteins with<25% sequence identity. 
Of which 4442 protein sequences were obtained whose length were more than100 residues with 
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resolution<3.0 Å. According to their main Enzyme Commission (EC) numbers[20], 2261 enzymes were 
obtained. 
 Secondary structure of each amino acid of all the proteins was assigned by using DSSP. The 
secondary structure 3-helix (G), 4-helix (H) and 5-helix (I) were expressed by α-helix; both the isolated 
β-bridge (B) and β-ladder (E) were expressed by β-strand; other secondary structure were expressed by 
loop, which contained S (bend), T (turn) and space. According to the regular secondary structures 
connected by loops, a total of 53367 unique supersecondary structure patterns were extracted, contain 
14037 β-loop-β (EE),13391 β-loop-α (EH),13539 α-loop-α (HH)and 12400 α-loop-β (HE). The statistic 
analysis for supersecondary structure showed that loop lengths were mainly from 2 to 12 amino acids 
(Figure 1), there were 45506 motifs, contained 12956 EE, 10646 EH, 10682 HH and 11222HE, which 
took up 92.3%, 79.5%, 90.5% and 78.9% of the total number of corresponding motifs, respectively. 
Statistical analysis for sequence segment length in the motifs of loop length from 2 to 12 amino acids 
(Figure 2), the lengths were mainly from 6 to 30 amino acids, there were 41793 motifs, contained 12847 
EE, 10090 EH, 8103 HH and 10753HE, which took up 99.2%, 94.8%, 75.8% and 95.8% of 
corresponding motifs, respectively. Thus we extracted the supersecondary structures of loop length from 
2 to 12 amino acids and the sequence segment length from 6 to 30 amino acids as object of study. 
 

 
 

Figure 1 : The distribution of sequence numbers with different loop length in the supersecondary structures 
 

 
 

Figure 2 : The distribution of pattern numbers with different pattern length 
 

METHODS 
 
The selection of the best fixed-length pattern 
 Sequence segment lengths were statistically analyzed in the four kinds of supersecondary 
structures, the average lengths of EE, EH, HH, HE were respectively 15,19,24,19 amino acids, and the 
average length of α-helix was 9 amino acids, the average length of loop was 4 amino acids, the average 
length of β-strand was 5 amino acids. To ensure that the secondary structure connected by loops present 
completely in the fixed-length patterns, moreover, the N- and C- termini of loops in the motifs have 
relatively strong amino acid conservation, for example, glycine (G) present frequently at the both ends 
of loop[8]. Therefore, the fixed-length patterns of 24 amino acids were generated using five methods: 
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The first amino acid (beginning) of loop located the sixth position, end of loop located the nineteenth 
position, beginning of loop located the tenth position, end of loop located the fifteenth position and loop 
region located the center of pattern, examples shown in Figure 3. 

 
 
Figure 3 : The diagram of the best patterns fixed-length: (a) beginning of loop locates the sixth position (b) end of loop 
locates the nineteenth position (c) loop sequence locates the center. Note: first row is amino acid sequences, second 
row is secondary structures corresponding sequences, “.”is a terminal residue. 
 

STATISTICAL ANALYSIS OF THE POSITION CONSERVATION AND PARAMETER 
SELECTION 

 
 We performed a statistical analysis of the position conservation in the extracted segments using 
the WEBLOGO server (http:// weblogo.berkeley.edu/logo.cgi). Due to space constraints, sample of the 
position conservation was taken as example, shown in Figure 4. 
 In Figure 4(a), because the segments of EE were relatively shorter than other supersecondary 
structure types, they were gaps at positions 1 and 2, at positions from 3 to 15 and from 20 to 24, the 
most conservative amino acid was V, followed by Land A, at the positions 18 and19, the most 
conservative amino acid was G, followed by D and N; but in Figure 4(b), at positions from 1 to 16 and 
from 21 to 24, relatively conservative amino acids were L,A and E, at the position 18, the most 
conservative amino acid was L, at the position 19, the most conservative amino acid was D, followed by 
S and T, which indicated that the amino acids conservation was different at the end of loop in different 
supersecondary structures types. Comparing Figure 4(c) and Figure 4(d),in Figure 4(c), at positions from 
1 to 12, relatively conservative amino acids were L,A and E, at positions from 16 to 24, the most 
conservative amino acids were V,L and A, at the position 15(end of loop), the most conservative amino 
acids were P and D, followed by G and A; but in Figure 4(d), at positions from 1 to 5, relatively 
conservative amino acids were L,A and E, at positions from 9 to 23,relatively conservative amino acids 
were V,L and A, at the position 24,the most conservative amino acids were S,F,T and V, at the position 
6(beginning of loop), the most conservative amino acids were G and A, followed by L and K, which 
showed that the amino acids conservation was different at the both ends of loop in the same 
supersecondary structure. Comparing Figure 4(a) and Figure 4(c), for example, in Figure 4(a), at the 
position 19(end of loop), the most conservative amino acid was G, followed by D,N and P, in Figure 
4(c), at the position 15(end of loop), the most conservative amino acid was P, followed by D,G and A, 
although the secondary structures connected by C-terminal both were β-strands, amino acid conservation 
was also different. 
 It is observed that different segment selection pattern have different amino acid conservation at 
the same position. Therefore, we selected amino acids of sites (20 amino acids and one terminal residue) 
as basic parameters, dipeptide components of sites were also selected as feature parameters of prediction 
in this paper. 
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 Position weight matrix can be constructed according to position probability matrix, as following: 
 

0

log ij
ij

j

p
w

p
=   (2) 

 
 Where 0 jp  is random probability, amino acids of sites are selected as parameters, the PWM 
includes 21 L×  elements; dipeptide components of sites are selected as parameters, the PWM includes 
441 ( 1)L× −  elements, L is the length of the supersecondary structure sequence segments 
 
(2) Conservation Index of Position 
 Conservation index vector of position in amino acid sequence reflects the difference of amino 
acid compositions between random sequences and one supersecondary structure sequences in the same 
position. The conservation index at the i th−  position may be defined by the following expressions[21]: 
 

1

100 ( log log )
log

l

i ij ij
j

c p p l
l =

= +∑   (3) 

 
 [0,100]ic ∈ , the higher ic value is, the stronger conservation at the i th− position is. 
 
(3)Scoring Function 
 Scoring function can be calculated by following equation: 
 

,min
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L
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L

i i i
i

c w w
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c w w

=

=

−
=

−

∑

∑
  (4) 

 
 ,miniw  and ,maxiw are the minimal and maximal values of position weight at the position i , 
respectively. 
 It is easily proved: 0 1mss≤ ≤ , the value of mss  shows that the degree of sequence close to 
known pattern sequences. Based on the probabilities of 21 amino acids (441dipeptide compositions) at 
the 24 positions of the patterns, the PWMs with 21 24× ( 441 23× ) elements for four kinds of 
supersecondary structure patterns can be constructed by using training datasets, the 4 scores are obtained 
for an arbitrarily sequence segment, supersecondary structure which the sequence segment should 
belong to may be predicted by the maximum among 4 scores. 
 

SUPPORT VECTOR MACHINE 
 
 SVM is rigorously based on Vapnik’s statistical learning theory[23-24], it has been widely used in 
protein structure prediction, protein subcellular location and protein folds classes[25-28]. SVM maps the 
input vector into a high dimensional feature space using a kernel function and to seek a separating 
hyperplane in this space, which make the distance among various samples achieve maximize, and 
realizes the maximize generalization ability. Common kernel function have the following four forms: 
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Linear function, Polynomial function, Radial basis kernel (RBF) function and Sigmoid kernel functions, 
here, we select RBF: 

2
( , ) exp( )i ik x x g x x= − − . In addition, SVM is a convex optimization problem, 

thus a local optimal solution is the global optimal solution. SVM has been compiled into the software 
packages, such as libsvm, mysvm, svmlight, and so on. In this article, we use the libsvm-2.91 software 
packages[29], which can be downloaded from http://www.csie.ntu.edu.tw/~cjlin/libsvm. 
 According to the position conservation scoring function (PCSF) method (see section 2.2.3), the 
four kinds of supersecondary structures may obtain 4 standard position weight matrices by using the 
training dataset, every sequence segment in the testing datasets may obtain 20 scores for five selections 
of the best fixed-length pattern. Amino acids of sites and dipeptide components of sites are together 
selected as parameters, every sequence segment in the testing datasets may obtain 40 scores for five 
selections of the best fixed-length pattern. These scores can be used as feature parameters to input SVM. 

K-FOLD CROSS-VALIDATION 
 
 We used the 7-fold cross-validation test to examine our prediction method. Four kinds of 
supersecondary structures were randomly divided into 7 subsets, the methods were trained on 6 subsets, 
and the performance was measured on the remaining seventh subset, this process was repeated 7 times 
so that each subset was tested. 
 

PERFORMANCE EVALUATION 
 
 In order to evaluate the correct prediction rate and the reliability of a predictive method, the 
sensitivities ( nis ), specificities ( pis ), Matthew’s correlation coefficients ( iM ) and accuracies ( S ) are 
calculated by: 
 

[ /( )] 100%ni i i iS TP TP FN= + ×   (5) 
 

[ /( )] 100%pi i i iS TP TP FP= + ×   (6) 
 

( ) ( )
( ) ( ) ( ) ( )

i i i i
i

i i i i i i i i

TP TN FN FPM
TP TN TN FP TP FP TN FN

× − ×
=

+ × + × + × +
 (7) 

 
i

i
TP

S
N

=
∑

  (8) 

 
 here i denotes four kinds of supersecondary structures ( i =1 denotes EE, i =2 denotes EH, i =3 
denotes HH, i =4 denotes HE), iTP  is the number of correctly predicted sequence segments for motif i , 

iTN is the number of segments that are correctly identified as something other than motif i , iFN is the 
number of segments which are not motif i but are predicted as motif i  and iFP is the number of 
segments of motif i  that are missed by the prediction. N denotes sum of supersecondary structures. 
 

RESULTS AND DISCUSSION 
 
The predictive results by using pcsf algorithm 
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 Amino acids of sites and dipeptide components of sites were, respectively, selected as 
parameters, by using five selections of the best fixed-length pattern, the predictive results by using PCSF 
algorithm in 7-fold cross-validation were shown in TABLE 1. 
 The performance indicate that individual predictive results of 21AA are good, such as the 
sensitivities of N6 and C19 in the EE motifs are 70.1% and 77.2%, respectively, however, the 
sensitivities of C19, N10, C15 and Center in the HH motifs are poor, in the HE motifs, the sensitivity of 
N6 is also only 25%; but the sensitivity of N6 in the HE motifs of 441JL is 79.2%, it is ideal, moreover, 
the specificity of C19 in the HH motifs is 81.9%, the sensitivity of N10 in the HE motifs is 81%, the 
sensitivities of C15 and Center in the EH motifs are79.7%and 80%, respectively, whereas the 
sensitivities of C19, N10, C15 and Center in the HH motifs are poor, too, which are slightly better than 
those of 21AA, in addition, the sensitivity of C19 in the EE motifs is only 22.3%. It can be found that 
the predictive results between 21AA and 441JL are complementary, therefore, the predictive effect 
should be improved if we combine two parameters. Because SVM algorithm can syncretize various 
parameters information, the calculated PCSF values will be selected as the input parameters of SVM. 
 

TABLE 1 : The predictive results of PCSF algorithm using 7-fold cross-validation 
 

 
 Annotation: 21AA indicates that amino acids of sites are selected as parameters, 441JL indicates 
that dipeptide components of sites are selected as parameters. N6 indicates that beginning of loop locates 
the sixth position, C19 indicates that end of loop locates the nineteenth position, N10 indicates that 
beginning of loop locates the tenth position, C15 indicates that end of loop locates the fifteenth position 
and Center indicates that loop region locates the center of pattern. 
 

THE PREDICTIVE RESULTS BY USING SVM 
 
 The above PCSF values are selected as the input parameters of SVM, by using 7-fold cross-
validation, to further predict the four kinds of supersecondary structures in enzymes. The PCSF values 
of amino acids of sites are selected as the input parameters of SVM, the predictive results of every 
selection pattern are shown in TABLE 2. Comparing with the predictive results of the same parameter in 
the PCSF method (see TABLE1),the results are partial obviously improved, such as the sensitivities of 
N10,C15,Center in the EE motifs are improved from 56%,56.9%,59.7% of the PCSF algorithm to 
78.9%,76.4%,81.5% of the SVM algorithm, respectively, but some predictive results are lower than 

 
21AA 441JL 

N6 C19 N10 C15 Center N6 C19 N10 C15 Center 
Sn1(%) 70.1 77.2 56.0 56.9 59.7 38.3 22.3 39.3 45.1 48.0 
Sn2(%) 49.1 39.6 60.1 52.8 56.4 58.9 82.3 66.6 79.4 80.0 
Sn3(%) 41.5 17.7 22.5 25.1 25.1 37.9 25.5 28.3 24.0 24.7 
Sn4(%) 25.0 61.0 60.2 62.8 61.7 79.2 62.4 81.0 71.2 73.2 
Sp1(%) 43.2 44.8 52.4 52.1 53.4 57.3 53.7 73.1 71.8 73.8 
Sp2(%) 60.9 58.6 49.9 49.3 52.4 68.2 37.2 54.8 49.0 50.9 
Sp3(%) 32.9 47.3 43.0 44.1 39.2 67.0 81.9 60.0 66.8 62.0 
Sp4(%) 69.7 55.0 54.1 53.0 56.3 43.5 67.2 48.3 56.1 57.8 
S (%) 46.7 50.4 51.0 50.6 52.0 54.3 49.3 55.0 56.5 58.0 

M1 0.23 0.30 0.29 0.29 0.32 0.27 0.16 0.38 0.41 0.45 
M2 0.31 0.27 0.28 0.25 0.29 0.45 0.24 0.37 0.39 0.41 
M3 0.09 0.14 0.13 0.15 0.12 0.37 0.36 0.27 0.29 0.27 
M4 0.26 0.33 0.32 0.32 0.35 0.32 0.44 0.38 0.41 0.45 
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those of the PCSF method. The PCSF values of dipeptide components of sites are selected as the input 
parameters of SVM, the predictive results of every selection pattern are shown in TABLE 2. Comparing 
with the predictive results of the same parameter in the PCSF method (see TABLE1),the results are 
mostly obviously improved, such as the sensitivities of N6, C19, N10, C15, Center in the EE motifs are 
improved form 38.3%, 22.3%, 39.3%, 45.1%, 48% of the PCSF algorithm to 67.7%, 68.4%, 78.3%, 
77.4%, 81% of the SVM algorithm, respectively, and so on, only individual predictive results are lower 
than those of the PCSF method. 
 In TABLE 2, amino acids of sites are selected as parameters, 20 PCSF values for five selections 
of the best fixed-length pattern can be input SVM (21AA{5}), the better prediction performance is 
obtained, comparing with the predictive results of every selection pattern before compositing (21AA), 
except that sensitivities of EE, EH, HE decrease slightly, such as the sensitivity of EE is 78.5% for 
21AA{5}, but 78.9% for N10 of 21AA; dipeptide components of sites are selected as parameters, 20 
PCSF values for five selections of the best fixed-length pattern can be input SVM (441JL{5}), all 
predictive results are superior to those of every selection pattern before compositing (441JL), the 
prediction accuracy can be tremendously improved, it is increased from maximum 63.8% to 78.2%, 
other predictive results are also above 73.6%; amino acids of sites and dipeptide components of sites are 
together selected as parameters, 40 PCSF values for five selections of the best fixed-length pattern can 
be input SVM(AAJL{5}), all measures are the best, such as the specificity of EH is raised to 84.2%, the 
specificity of HE is raised to 83%, the prediction accuracy is raised to 81.2%, Mcc is above 0.70 and so 
on. The results show that SVM algorithm can syncretize beneficial prediction information of four kinds 
of supersecondary structures in enzymes, it is an effective classifier. 
 

TABLE 2 : The predictive results of SVM using 7-fold cross-validation 
 

 
 Annotation: 21AA{5} indicated that combination of five selections of the best fixed-length 
pattern when amino acids of sites are selected as parameters, 441JL{5} indicated that combination of 
five selections of the best fixed-length pattern when dipeptide components of sites are selected as 
parameters, AAJL{5} indicates that combination of five selections of the best fixed-length pattern when 
amino acids of sites and dipeptide components of sites are together selected as parameters. 
 

CONCLUSIONS 
 

 
21AA 441Jl 21AA 

{5} 
441JL 

{5} AAJL{5} 
N6 C19 N10 C15 Center N6 C19 N10 C15 Center 

Sn1(%) 65.2 66.7 78.9 76.4 81.5 67.7 68.4 78.3 77.4 81.0 78.5 81.7 82.3 
Sn2(%) 51.0 66.2 52.7 55.7 53.5 57.0 68.0 54.7 64.3 57.6 62.7 78.6 81.0 
Sn3(%) 28.6 23.6 17.2 16.6 14.4 47.2 50.7 46.5 51.0 43.9 40.2 74.7 79.1 
Sn4(%) 67.4 56.3 57.2 60.3 59.1 71.7 61.0 65.9 59.5 61.0 65.7 76.6 81.2 
Sp1(%) 51.8 52.4 48.2 50.6 48.0 53.4 53.5 57.0 59.5 54.6 59.0 73.6 76.0 
Sp2(%) 59.2 51.8 54.4 55.1 56.4 73.5 59.8 67.4 65.7 68.0 63.9 81.3 84.2 
Sp3(%) 49.2 55.7 57.1 61.5 63.9 69.4 71.9 66.7 68.8 67.8 63.3 79.5 81.3 
Sp4(%) 55.2 61.5 48.2 56.3 60.0 59.0 74.1 62.1 63.9 63.9 66.8 78.9 83.0 
S(%) 54.5 54.8 53.3 54.2 54.1 61.8 62.8 62.2 63.8 61.9 63.0 78.2 81.2 
M1 0.34 0.35 0.36 0.37 0.37 0.39 0.40 0.48 0.50 0.47 0.50 0.68 0.70 
M2 0.34 0.34 0.30 0.32 0.33 0.50 0.45 0.45 0.49 0.47 0.46 0.72 0.76 
M3 0.21 0.22 0.19 0.21 0.20 0.45 0.49 0.43 0.47 0.42 0.38 0.70 0.74 
M4 0.38 0.38 0.37 0.35 0.38 0.46 0.53 0.46 0.45 0.45 0.50 0.69 0.75 
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 Supersecondary structures in enzymes play an important role in biochemical function of 
enzymes. In our work, four kinds of supersecondary structures in enzymes are theoretically predicted for 
the first time. A database containing 41793 motifs are constructed, the number of each kind motif has 
been greatly expanded, which can help validate the prediction of motif kinds. Based on enzyme 
sequence information, 24 amino acids are selected as the best fixed-length patterns by statistical 
analysis, according to the character of four kinds of supersecondary structures, five sequence segment 
selections are generated, amino acids of sites and dipeptide components of sites are selected as 
parameters, the 40 scores are obtained for an arbitrarily sequence segment by using scoring function 
method, the superior results are obtained in SVM by using input parameters of 40 scores. 
 The better prediction result obtained in this paper has following reasons: (1)The position 
conservation scoring function algorithm can extract important classified information and reduce 
dimension of input vector; (2) SVM algorithm can syncretize beneficial prediction information. 
 According to statistical analysis, amino acids of sites and dipeptide components of sites are 
selected as parameters in this article, other important features are not taken into account, such as 
hydrophobicity and flexibility of amino acid, which may be considered as prediction parameters in 
further work, it is hoped that the prediction accuracy is improved. 
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