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ABSTRACT KEYWORDS
Sports performance hasincreasingly become the measure and the symbol BP neural network;
of a country’s economic strength, educational level, and comprehensive Basketball game;

Performance prediction;

national strength. As one of the three big ball games, basketball also
Mathematical model.

occupiesapivotal positioninthe national sport. In order to achieve better
play results and provide a good guide for peacetime training and policy
development, the study applies the improved BP neural network to
establish the mathematical prediction model of the men’s basketball
performance. Based on MATLAB mathematical software, according to
the actual data as shooting rate, three-point shooting, assists statistics,
rebounding, obtained from the 2004 Olympic Games, the 14th World
Basketball Championships, the 2006 I ntercontinental Cup basketball game
and the 2004 Athens Olympic Games, the 2012 London Olympic Games
sports scores were predicted. The analysis of the predicted results and
the actual results showed that the error is small; there is a theoretical
feasibility of theagorithmin practical problems. After constantly improving
and updating the internal data of the model, the model can provide better
service for basketball development and can be applied to other areas.
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INTRODUCTION

Long beforethe advent of the computer, humans
haved ready begunto explorethesecretsof intelligence,
and look forward to be ableto reconstruct the human
brain and |et it complete the corresponding work in-
steed of human. Generally speaking, thestudy of artifi-
cid intelligence can bedivided into two ways. thetradi-
tiond atificid intdligenceand artificia neurd network-
based technol ogy. The devel opment of artificial neural
network isdivided into five periods: pioneering eraof

information sciencein the 1940sistheinfancy of the
human neura network. In 1949, psychologistsput for-
ward the hypothesisthat the links between neuronsis
vaiable i.e, theHEBB learningrate, whichisthegarting
point and milestonesof artificid neurd network training
and learning algorithm; from 1950 to 1969, artificia
neurd network hitthefirst dimax, indudingthat thestruc-
ture of blow sensor is successfully negated step-by-
step; from 1969-1980, isthelow period of theartificial
neural network. Dueto therapid development of com-
putersand artificid intelligence, neura network suffered
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agreat impact. But some scholarstill sacrificedinthe
research of neural network, which laid thefoundation
for thedevel opment of neura networks. Thelate 1980s
istheclimax of thedeve opment of neurd network. Due
totherapid development of artificia intelligencetheory
and parallel distributed processing modefor adozen
years, neura network research ushered aclimax. After
the 1990s, most scholarsfocus on research and devel -
opment of the gpplication of theexisting models, trans-
forming of themodd agorithm accordingtotheactua
operation and improving thetraining speed and accu-
racy of the network running. Thesefurther researches
ontheneurd network system congtantly enrich people’s
understanding of thehuman brain.

Inthispaper, animproved BPneurd network, with
improved BP agorithm driven by theamount of items
adaptiveregulation, isadopted. Makefull useof linear
reinforcement adaptivevariablestep szeBPfast dgo-
rithm with momentumitems, inthelearning processso
that the adjustment of theweightsistoward the aver-
age direction of the bottom and the changeswill not
have abig swing, playing therole of buffering. If the
systemreachestotheflat surfaceareaof function curve,
theerror will becomevery smal. Thiscan effectively
solvetheproblem of low learning efficiency and easily
convergencetoloca minimumvaue. Verificationand
optimization of model isconducted by comparing the
actual resultsand the predicted results of the Chinese
men’s basketball in the 2012 Olympic Games, which
laysfoundation for other smilar gpplicationsand re-
searches.

NEURAL NETWORK MODEL

BP neura network, aso known as error back-
propagation neura network, isafeed-forward network
composed by thenon-linear transformation units. The
information processing function of theneura network
isdetermined by theinput and output characteristics
(theactivated feature) of the network units (neurons),
the network topol ogy (neurona connections), thesize
of connection weights(Synaptic exerciseintensity) and
neuronsthreshold (asaspecia connectionweights).

AsshowninFgurel, X,, X,, X,, X, meanstheinput
of the gp neura network,Y, Y,,Y,,Y, means the pre-

dicted value of the neura network, Wj and Wjk and
aretheweights of BP neural network. Judging from
Figure 1, BP neura network can be seenasanonlinear
function, and network input and predicted valuesare
respectively theindependent variables and the depen-
dent variableof thefunction. When thenumber of input
nodesis n and the number of output nodesism, BP
neural network function reflectsthe mapping relation-
ship from theindependent variablesto the dependent
vaiables.

[nput layer  Hidden layer Output layer

"
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Figurel: Neural networksconstitute FIG

Wheedan: v=r (i} xw, +h)

Then: ¥ =S

Thetransfer functionisalinear function or nonlin-
ear function, commonly usedtransfer functionscontains
(hardlimit transfer function) purdin (lineer trandfer func-
tion) andlogsig (logarithmictransfer function).

Commonly referred to as BP (back-propagation
neural network) model, thisisthe most widely used
neural network model. Structurally, BPnetwork isa
hierarchica typeof typica multi-layer network within-
put layer, hidden layer and output layer, between layers
areofteninafully connected way. The connection does
not exist between each other inthesamelayer unit. The
main difference of BP network from sensor isthat the
weight of eachlayer can be adjusted by learning. Since
logsig, BP neura network adoptslogsig asatransfer
function.

BP neural network can be thought of asahighly
non-linear mapping from the input to the output,
l.e.F &, »R, »=/()for samplecollection of input: input
X(R ) andoutput y(R ), it canbe considered that there
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isamapping g that meets, z(x)=», 1=1.2.3.---- p andit
isnow required to haveamap f, which isthe best ap-
proximation of ginsomesense(usudly intheleest square
method sense).

The initial network parameter values
Give the input and target output vector And standardization
‘ The hidden layer output and the output unit ‘

—l

hidden layer unit outpui and output layer unit output

'

Esg | —» All Esg ’—> End
No Ne¢
Y
‘ The calculation of hidden layer error ‘
Calculation of the emor gradient

Figure2: Theflow chart of operation process
Deter mination of theinput layer

Input layer: according to the frequency of use of
blast furnace smelting process parametersaswell as
thesilicon content, thisstudy chosethe actual dataas
shooting rate, three-point shooting, assstsgtatitics, re-
bounding, obtained from the 2004 Olympic Games, the
14th Worl d Basketbal| Champi onships, the 2006 In-
tercontinental Cup basketball game and the 2004 Ath-
ens Olympic Games, asinpui.

The normalized processing of data: BP network
hidden layer usually usesthe sigmoid transfer func-
tion. Asdimensional inconsistenciesdueto avariety
of data, it iseasy to cause pathological model calcula-
tion. Asaresult, the datamust be normalized, so that
theinput datacan maintainintherangeof [0,1]. There
aremainly two datanormalization methodsasfollow-
Ing
1) Themaximumandminimum method. Thefunctiona

. X-X,
formisasfollowsx=

X-X_
Wheren:
x-sampleva uesafter thenormalized calculation,;

X-origind vaue;
X i X o themaximum val ueand theminimumvalue
of theorigina data.
2) Theaveragevariancemethod. Thefunctiona form
. =K
isasfollows, ¥ =———""

war

Wherein:X _ isthemean vaue of the datasequence;
X, isthevarianceof thedata.

Thiscaseadoptsthefirst normdizationmethod. The
normalization function often adoptsthebuilt-infunction
mapminmax in MATLAB, and the function has mul-
tipleforms. The commonly used methodsareasfol-
lows

Yumput  fraim owtpnt train are respeCtiver thei npUt and
output data.

[inputn, inputps] = map min max(input _train) ;
[outputn, sutputps] = map min max(ouiput _train), input _train and
aupue_raim A€theorigina dataof traininginput and out-
put, andare the data after normalization, inputs and
outputsarethe structural body after datanormaliza-
tion, which containsthe maximum, minimum and aver-
age valuesof the data, which can be used to test data
normalization and anti-norméalization.

Determination of thehidden layer

Theneuronsnumber of the hidden layer represents
thedegreeof nonlinearity between theinput and output
of the network, and has an important impact on the
training speed and forecasting capabilitiesof themodd .
If the number of neuronsistoo small, it will affect the
network to extract useful featuresintheinput layer, so
the network may not come out or the network isnot
robust, with bad fault tolerance. But too many neurons
meanstoo longlearning timeisneeded andtheerror is
not necessarily the best, aswel | asthe phenomenon of
“over-fitting”, i.e., training sample showsaccuraefore-
cast, but the other samplesarewith prediction error.
Thereisno theoretical basi sto determine the number
of neuronsin hidden layer, and theformulasgeneradly
usedare: ;_ m=n-a
I= \"'0.43”;}_?—0.121?3 +2534m+07Tn+035+051

m: node number of theinput layer; n: node number
of the output layer; a often takel-10;

BP neurd network prediction errorsof different hid-
den layer nodesareshownin TABLE 1.
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Node number of hidden layer 3 4 5 6 7 8 9
Percentage of relative error 5.46% 1.75% 1.64% 0.32% 0.31% 0.29% 0.08%
Mean square error 0.0094 00131 0.0076 0.0012 0.0004 0.0002 0.0001

Determination of theoutput layer

Thenumber of the output layer neurons depends
on the requirements of the system for network func-
tions. Thismodd amsto achievethepredicted results,
so theoutput variableisthe Chinese men’s basketball
gameresults, that is, the output layer neuron number is
1.

THE NEURAL NETWORK MODEL BASED
ONTHEMEN’SBASKETBALL RESULTS

tively, the shooting average, three-point shooting, as-
sists statistical dataand rebounds; 10 neuronsin the
hidden layer; 1 neuron in theoutput layer, represents
thefind ranking. Theactivation function of hidden layer
and output layer respectively adopt the Sigmoid and
pureinfunction.

Network training

Take Chinese men’sbasketbal technical statistics
dataof the 2004 Olympic Games, the 14th World Bas-
ketball Championships, the 2006 Intercontinental Cup

PREDICTION basketball gameand the 15th World Basketball Cham-
_ pionshipsasthenetwork ided input, andformthetrain-
BP network design ing sampleset to train thenetwork until train out anet-

Performance prediction mode used the BP network
of threelayers, i.e. 4 neuronsin theinput layer, respec-

work with better generdization ability.
Input layer areshown inTABLE 2:

TABLE 2: Theoriginal data of theinput layer

Y ear Y ear 2004 The 14th session Y ear 2006 The 15th session
Shooting average 0.3915 0.4908 0.4459 0.4596
Three-point shooting 0.3145 0.3711 0.3741 0.3906
Assists statistical data 10.14 13.43 13.33 15.33
Rebound 33 30 28 25
Ranking 9 12 5 9

The normalized input layer data are shown in
TABLE3:

TABLE 3: Theinput layer data after normalization

0.0024 0 0.3006 1.000
0.0040 0 0.4407 1.000
0.0026 0 0.4690 1.000
0.0028 0 0.6071 1.000

Thetranscriptsareshownin TABLE 4:

TABLE 4: Thetranscriptsof Chinesemen’sbasketball team
participatingin the contest

Y ear The 14" Y ear The 15"
2004 session 2006 session
9 12 5 9

Making dataof TABLE 2 and TABLE 3, respec-
tively, congtitutematrix, and usngthefunctionintotrain
themodd.

Network prediction

Takethetechnicd statistical dataof Chinesemen’s
basketbal| teaminthe 2012 Olympic Gamesasthe net-
work input, and forecast theresults of year 2012. As
shownin TABLE 3, thefinal resultsin 2012 arevery
smilar totheactua resultsof men’sbasketball.

TABLE 5 : The various technical statistics of men’s
basketball in 2012

. . Assists
Shooting  Threepoint o igical  Rebound
average shooting data
0.398 0.31130 11.25 32

TABLE 6 : The various technical statistics normalized
results of men’sbasketball in 2012

. . Assists
Shooting  Three-paint o iiea Rebound
average shooting data
0.0027 0 0.3452 1.0000
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Figure3: Therunninginterfaceof BP neural network
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Figure4: Therunningresult

Ascan beseenfrom Figure4, whentrainingtime
reaches 23, the performance of the network meetsthe
requirements. Onereason of fast convergence [ sthat

B Fegisssion (plowegresiany

Oput=1Target+0.0053

o T ] [ 10 11 12
Targat

Figure5: Thelinear fitting degree

theset vdueof learningrateisreatively large.

The correlation coefficient Rin Figure5 presentsa
measureof thelinear association betweentwo variables,
r=1iscalled perfect positivecorration, r=-1isknown
asperfect negative corrdation, r=0referredto asirrel -
evant. Generally || isgreater than 0.8, meaning thereis
astrong linear correlation of two variables. Can beseen
from FIGURE 2, the correlation coefficient isR=1,
which can be considered as agood degree of correla-
tion.
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Figure6: Themean valueand gradient of nor mal distribu-
tion changesover time

We can see from FIGURE 6 that the gradient is
equal to 0.001546 when the cycleisequal to 3. The
mean value Mu of normd distributionisequal to 10°. It
isalso obtained when cycleis3.

CONCLUSIONS

By theimproved BP neura network, thispaper used
the past resultsof Chinesemen’sbasketbd | teeaminthe
netiond contest, established amathematica modd which
can predict future scores of the men’s basketball, and
obtained good resultsafter test. Theoreticaly updating
the model data can provide certain guidance for the
next game,

However, themodel hasthe spaceto continueto
improve, such ascombined with thesimul ated annedl -
ing algorithm. Thisisa so the adjustment direction of
themodd inthefuture. If we canfurther andyzethese
factorsusing the prediction model built in this paper,
more comprehensiveforecast will be obtained. In ad-
dition, the Chinese men’s basketbal| competition re-
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sults in the World Championships or the Olympic
Games, area so related with many factors, such asin-
juries, adjustment of replacing the old in the national
team, aswell assomeopportunities, luck ball and other
factors.
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