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ABSTRACT KEYWORDS
In this study, two techniques — back propagation neural network (BPNN) Gold recovery;
and multiplelinear regression (MLR) were applied to estimate gold recov- Back propagation neural
ery in cyanide leaching process. The designed neural network has three network;
layers including input layer (seven neurons), hidden layer (ten neurons) Multiple linear regression;
with tansing activation function and output layer (one neuron) with linear Cyanideleaching.

activation function. The comparison between the estimated recoveriesand
the measured data resulted in the correlation coefficients, R, 0.952 and
0.884 for training and test data using BPNN model. However, the R values
were0.786 and 0.767 for training and test data respectively, by MLR method.
In addition, the root mean square (RMS) error obtained 1.08 and 1.22 for
BPNN and MLR methods, respectively. Finally, theresultsindicate that the
BPNN can be used as a viable method to rapidly and cost-effectively esti-
mate gold recovery in cyanide leaching solution.

© 2012 Trade Sciencelnc. - INDIA

INTRODUCTION any silver presentin solubleform) fromtheground ore

inadilutecyanide solution (usually NaCN or KCN) in

Leachingisaprocessthat dissolvesvaluable met-
ascontainedin oresinto solutions. Thecyanideleach
iscommonly employed inthetreatment of gold ores¥.
Cyanideleachingisoneof themostimportant and wide-
spread hydrometallurgical technologiesusedintheex-
traction of gold and silver from oresand concentrates?.
Thisprocessinvolvesthedissolution of gold (and of

the presence of lime and oxygen™® accordingto there-
action:

4Au+8CN™ +0, +2H,0 = 4AU(CN), + 40H"
Therearemany parametersthat affect the performance
of cyanideleaching. Themajor factorsaffecting leach
performance, namely cyanide and oxygen concentra
tion, Limeaddition, solid percent, pulp density, particle
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Size, retention time, temperature, pH, surface area of
gold exposed, degree of agitation and masstransport,
gold purity and presence of other ionsin solutionl>4,
| dentification, determination and effects of parameters
involved are usually associated with considerable cost
inexperimenta and semi industrid stages. Besides, the
cost of raw materia, preparation, test conducting,
samplesandysis, and other different cost aredaily in-
creased. Inmineral processing gpplication, therearein-
put and output variables that we need to find models
whicharecapableof not only expressingthevariability
withininput or output variablesbut whicharea so most
predictive of the output. Hence, some new methods
should be used to obtain knowl edge about the studied
systems. Ideally multiplelinear regression seemsto be
the smplest method whi ch sati sfiesthese requirements.
However, it doesnot offer ameaningful solutioninthe
presence of noisy correlated data®. Inthe other hand,
the neural network has provenisapowerful tool and
has been gpplied successfully in many areaincludingin-
dustrial processes®, moddling the greenhouse effect!”,
bioleaching of metal¥, smulationN,O emissonsfrom
atemperategrasd and ecosystem'¥, prediction of mate-
rialspropertiessuch as sted*>*2, prediction of coa mi-
crobial, chemica desulphurization and operationd pa-
rameters?*19 aswell ascoal Hargrovegrindability in-
dex'™18, gold content estimation in pyrometal lurgy*¥,
Prediction of pre-oxidation efficiency of refractory gold
concentrate by ozonein ferric sulfate solution®!, Pre-
diction of heavy metdsinacid minedrainage® and etc.
Moreover, thereare many other reportsthat the neural
network approach has been used in material science
based research as discussed by Shaand Edwards?2.

Theliteraturereview indicated that ANN gpproach
and MLR method can bevery good choicesinthisre-
gad, asthey exhibit Sgnificant ability inestimating of output
and amulating variousprocessespecialy ANN method.
The purposeof thisstudy isto estimateof gold leaching
recovery andto Smulaeof cyanideleaching processusng
ANN and MLR methods. Theresultsobtained from es-
timationsof thesetwo ways are compared with theac-
tual determined recoveriesinlaboratory.

EXPERIMENTAL

Cyanidation experimentswere conducted on rep-

resentativeoresamplewith grade of 3 g/t Aunext grind-
ing processin 2 L capacity glass jacketed leaching
cdl$%#, Thelimeand dilutesulfuricacid, sodium cya
nide, oxygen used were all certified reagent grade
chemicals. Thelimewas used as pH regulator that it
concentration was monitored by titration with dilute
sulfuric acid. Distilled water was used. Experiments
carried out using 500 g of ore samplebased on afrac-
tiond factorid design. Theduration of theseexperiments
was 72 hours.

Thestudied operating parameterswere; pH, solids
content, sodium cyanide concentration, O, concentra-
tion, particlesi ze, retention time, and temperature. Each
factor wasvaried over threelevel swhilethe other op-
erationa parameterswerekept constant. Thelevelsof
the parametersareshowninTABLE 1. TABLE 2 shows
theresultsof afractional factoria design from experi-
ment of cyanideleaching testson samplesand responses
measured for each experiment. Test No.33istheaver-
ageof 3 centre point experiments.

TABLE 1: Selected parameter sand their actual and coded
levelsto estimategold recoveries

Factor High Medium Low
level level level
NaCN =~ 1000 600 200
concentration(ppm)
Concentration(ppm) O, 16 8 0
Salid Content (%) 50 40 30
Temperature(°C) 40 30 20
pH 115 10.5 9.5
Size (micron) (Py,) 75 50 25
Retention Time (h) 48 30 12

ESTIMATING OF GOLD RECOVERY USING
ARTIFICIAL NEURAL NETWORK (ANN)

Artificial neural network description

Artificial neural network (ANN) isan empirical
modeling tool, which isanal ogousto the behavior of
biological neural structures?®. Neural networksare
powerful toolsthat havethe abilitiesto identify under-
lying highly complex relationshipsfrom input—output
dataonly?, Neverthel ess, they arean dternative sta-
tistical prediction method inspired by studieson the
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TABLE 2: Cyanidation experimentsresults

Run  NaCN (ppm) E?oio ™ Solld((l;)e)r cent Tem?oe(r: )ature (mii?oon) F_zr?tne]r;t(l r(]);1 Re;:(;\)/)ery
1 200 0 30 20 11.5 25 48 90.32
2 1000 16 50 20 9.5 25 48 91.15
3 1000 16 30 40 115 25 48 91.21
4 1000 0 50 20 9.5 75 12 90.11
5 200 16 50 40 115 25 48 90.66
6 200 0 30 20 9.5 75 12 90.14
7 1000 16 50 40 9.5 25 12 91.15
8 200 16 30 20 9.5 25 48 87.87
9 1000 0 50 40 9.5 75 48 85.75
10 1000 0 30 20 9.5 25 12 91.44
11 200 0 50 40 11.5 75 12 89.37
12 1000 16 50 20 11.5 75 12 91.32
13 1000 16 30 40 9.5 75 12 91.03
14 1000 0 50 20 11.5 25 48 90.86
15 200 16 50 40 9.5 75 12 83.22
16 200 0 30 40 11.5 25 12 91.7
17 1000 0 30 20 11.5 75 48 90.34
18 200 16 50 20 9.5 75 48 86.21
19 200 0 30 40 9.5 75 48 88.85
20 1000 16 30 20 115 25 12 92.87
21 200 16 30 20 115 75 12 91.09
22 200 16 30 40 9.5 25 12 92.3
23 200 0 50 20 9.5 25 12 89.05
24 1000 0 50 40 115 25 12 91.24
25 1000 16 30 20 9.5 75 48 90.57
26 200 0 50 40 9.5 25 48 84.05
27 1000 16 50 40 11.5 75 48 90.6
28 1000 0 30 40 11.5 75 12 91.95
29 1000 0 30 40 9.5 25 48 92.1

30 200 0 50 20 11.5 75 48 89.68
31 200 16 50 20 11.5 25 12 90.69
32 200 16 30 40 11.5 75 48 90.86
33 600 8 40 30 10.5 50 30 90.803

human nerveand brain system. Intelligenceis embed-
dedinto aneura network by teachingand trainingthem
by using aseries of examplesand patterns. Theinfor-
mation acquired through thetrainingisretained and rep-
resented by aset of connection weightswithinthe neu-
ral network structures. The nature of neural network
memory |leadsto efficient responses (i.e., giving an-
swers) when presented with previously unseeninputs.

Generdly, aneura network containsoneinput layer,

oneor morehidden layers, and oneoutput layer. Each
layer comprisesone or moreneurons. Theneuronsare
interconnected usingweight factors. A neuroninagiven
layer receivesinformation from all theneuronsinthe
preceding layer. It sumstheinformation, weighted by
factorscorresponding to the connection and the bias of
the network, and transmitsthissumto al theneurons
of thenext layer usingamathematica function®29,
The mechanism of theANN is based on thefour
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major assumptiong®: 1) information processing oc-
cursinmany smpleelementsthat arecalled neurons
(processing elements), 2) signalsare passed between
neurons over connection links, 3) each connection
link has an associated weight, which, inatypical neu-
ral network, multipliesthe signal being transmitted,
4) each neuron applies an activation function (usu-
aly nonlinear) toitsnet input in order to determine
itsoutput signal.

Themain advantage of ANN istheability to mod-
eling aproblem by theuseof examples(i.e. datadriven),
rather thandescribingit andyticaly. Unlikemultiplelin-
ear or nonlinear regression techniques, whichrequirea
predefined empirica modd, neura networkscaniden-
tify and learn the correl ative patternsamong the input
and corresponding output values onceatraining data
set isprovided. Neural networks|earning algorithms
can be divided into two main groups that are super-
visaed and unsupervisad. Accordingtolearning agorithms
severd typesof neural networkssuch asBack propa-
gation Neural Network (BPNN), Probabilistic Neura
Network (PNN) and General Regression Neura Net-
work (GRNN) have been designed inMATLAB soft-
ware [27, 30-31]. Since Back propagation Neural
Network (BPNN) method isused in this study, itis
therefore described below briefly.

BPNN model description

A BPNN modd isoneof themaost commonly used
neura network®, In BPNN model, the neurons are
arranged inlayersand are connected so that the neu-
ronsin alayer recelveinputsfromthe preceding layer
and sendsout outputsto thefollowing layer. External
inputsare applied at thefirst layer and system outputs
aretaken at thelast layer. Theintermediatelayersare
called hiddenlayers. A single hidden layer of the back-
propagation has been proven to be capabl e of provid-
ing accurate gpproximationsto any continuousfunction
provided therearesufficient hidden unitg®3,

Back-propagation neura networksaretrained by
feeding aseries of examples of associated input and
target output values. Each hidden and output unit pro-
cessesitsinputsby multiplying eachinput by itsweight,
summing the product and then processing the sum us-
ing anon-linear transfer function to produce aresullt.
During training the network triesto match the outputs

Woateriolsy Science  mmm——

withthedesired target values. Learning startswith the
assignment of random weights. The output isthen cal-
culated and theerror isestimated. Thiserror isused to
updatethewe ghtsuntil thestopping criterionisreached.
It should be noted that the stopping criteriaisusually
theaverageerror or epoch.

Theover fitting phenomenonisoneof themost com-
mon problemsinthetraining processoccur. Thisprob-
lem occursmostly in case of largeand too complicated
networkswhentheerror onthetraining setisdrivento
avery small value, but when new dataispresented to
the network theerror islarge. Therefore, the network
will not generdizewd | onthetesting data.

A common heuristic approach to avoid “over fit-
ting” is ““early stopping”. This approach involves moni-
toringthegenerdization error and opping trainingwhen
theminimumtesting error isobserved. However, some
careisneededin deciding whento stop, sincethevali-
dation error surfacemay haveloca minimaor longflat
regions preceding a steep drop-off*4. Moreover, to
overcometheselimitations, Mackay (1991) and Neal
(1992) proposed the use of Bayesian back propaga-
tion neura networkswhich minimizesacombination of
squared errors and weights and then determinesthe
correct combination so asto produceanetwork which
generaizeswd |33,

Inthis study, the Bayesian regul arization method
was used and trained with back propagation algorithm
(BP). The necessary coding was added through
MATLAB multi-purpose commercia software. The
avallabledataisdividedintotwo subsets. Thefirst subset
isthetraining set, whichisused for computingthegra-
dient and updating the network welghtsand biases. The
second subset isthetest set. This model worked by
modifying the performancefunction. Thetypica per-
formancefunctionthat isused for training feed forward
neura networksisthe mean sum of squaresof the net-
work errors(mse) ((Eq.1)).

18 2_1 . )2
mse=ﬁi§ei —né(ti a;) @

Where, nrepresentsthetotal number of data, a isthe
estimated value, t, denotesthe measured valueand g is
theerror.

We canimprovethisfunctionwith adding mean sum of
sguares of the network weightsand biases (Eq.2):
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msereg=y.mse+ (1-y)msw

msereg=y.mse+ (1—y)msw 2
Where msereg isthe modified error, y isthe perfor-
manceratio, and

msw=1iwi2 €

i=1
Performancefunctionwill causethenetwork to have
smaller weights and biases, and thiswill forcethe net-
work responseto be smoother and lesslikely to over
fitl,

Estimating of gold recovery using BPNN model
(associated with Training and testing data)

The BPNN model wastrained using 25 randomly
selected data (accounting for 75% of the total data,
gpproximately) whiletheremaining 8 datawereutilized
for testing of the network performance. In this study,
Bayesian regul arization dgorithm (trainbr) wasused as
training function to prevent overtraining of theANN
models. Thisa gorithm providesameasureof how many
network parameters (weightsand biases) are being ef-
fectively used by the network. Sincetheneura network
performance can be made more efficiently by certain
pre-processing steps, al input dataand output in the
present work were normalized. In thisstudy, normal-
ization of data(inputsand outputs) wasdonefor the
rangeof (-1, 1) using Eq. 4 and the number of training
data(25) and test data(8) werethen selected randomly.

P-P

R @
WherePR, p, P, and P, represent the normalized

parameter, theactud parameter, minimum of theactua
parametersand maximum of theactual parameters, re-
Spectively.

For the assessment of model performance, there
areseverd criteria®3. In the present work, theroot
mean square (RMS) error and efficiency criterion (R?)
were used to evaluate the effectiveness of each net-
work and itsability to make accurate predictions. The
root mean square error representsthe discrepancy be-
tween themeasured and estimated values. Thelower
the RMS error, the more accurate the predictionis.
Moreover, efficiency criterion (R2) indicatesthe per-
centageof theinitia uncertainty explaned by themodd.

—== Pyl Paper
Termsof RMSerror and aredefined as.

RMS(error):,/Z”(y+9i) ©)

Zin:l(yi -9.)°
SRR YN i (6)

Zi:lyi _T
Where, and denote the measured value, estimated
value and thetotal number of data. The best fitting be-
tween measured and estimated values, whichisunlikey
to occur, would have RMS=0and (TABLE 4).

Findly, afeed forward multilayer perceptron (be-
cause of powerful modeling capability)?! witha7-10-
1 topol ogy was sd ected asoptima network inthisstudy.
Thisnetwork hasoneinput layer with seveninputs, one
hidden layer with ten neuronsthat each neuron hasa
biasand isfully connectedto al inputsand utilizessig-
moid hyperbolic tangent (tans g) activation function as
well as having one output layer that has one neuron
withalinear activation function (purdin) without bias.
Linear activation function can provideany rangeof data
inoutput without any limitation for output val ues. Gen-
eraly, theactivation function ismathematica formula
that determinesthe output of aprocessing neuron and
theaim of itistolimit theamplitude of the output neu-
rons. Schematic description of BPNN model isshown
inFigure 1 and Figure2. Inthismodd, important pa-
rametersincluding, pH, solids content, sodium cyanide
concentration, concentration, particlesize, tempera
ture and retention timewere used asinputs, and gold
recovery wastheoutput of neural network model.

R?=1-

Hidden layer

Input laver

Figurel: Back propagation neural network ar chitecture
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Figure2: Thestructureof BPNN model, (A)Schematic dia-
gram of network and itslayers, (B)Structureof network out-
put layer and (C)Sructureof network hidden layer (Layer 1)

Figurel, Figure2 (A), Figure2 (B) and Figure 2
(C) indicatethe back propagation neural network ar-
chitecture, general schematic diagram of network and

Woterioly Stience  mm——"

its layers (that layer 1 is hidden layer and layer 2 is
output layer), the structure of network output layer and
the structure of network hidden layer 1.

After selecting the best possible architecture, the
network wastrained to reduce the error between the
neural network output and thetarget output. Figure 3
indicated thetraining process of back propageation neurd
network by Bayesian regul arization algorithm. Thisa-
gorithm providesameasure of how many network pa-
rameters (welghtsand biases) arebeing effectively used
by the network. Thetraining may stop with the mes-
sage “Maximum MU reached”. This is a good indica-
tionthat theagorithm hastruly converged. Inthispresent
work, thea gorithm was stoppedin 367 epochs.

After thetraining process, the neurd networkswill
be tested with another data set, which has not been
used for thetraining process. Theaim of thisverifica
tionisto guard against overtraining, wheretheANN
has memorized or over-fitted the connection weights
tothetraining patterns. Thetesting setisusedto evalu-
ate the confidencein the performance of thetrained
network.

Furthermore, diagramsof correlation between es-
timated valuesusing BPNN versus measured values
were used to eval uate the capability of designed neural
network intraining and testing stages (Figure4 (A) and
Figure4 (B)). Also, the performance of the neural net-
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Figure4: Comparison of theestimated recoveriesfor training
and test datausing BPNN model ver susdeter mined valuesin
laboratory (experimental data). A: Correlation between
estimated recoveries using BPNN model and determined
recoveriesinlaboratory (train data), B: Correlation between
estimated recoveries using BPNN model and determined
recoveriesin laboratory (test data)

work wasfurther evaluated using comparison between
diagram of network estimationsand experimenta data
intraining and testing stage (Figure5).

Figure4 comparesthe estimated recoveriesof gold
by BPNN model with those obtained in laboratory for

that the correl ation coefficients (R) valuesof measured
and estimated recoverieswere0.952 and 0.884 for train-
ing and test data, respectively. Also, the obtained root
mean square(RM ) error using back propagation neu-
ral network was 1.08. Therefore, the selected BPNN
provided agood-fit modd for two datasetsof recover-
ies. Thecorrelation coefficient (R) va uesfor thetraining
and test dataand the respective valuesof RM Sfor the
twodatasetsarelistedinTABLE 4.

ESTIMATING OF GOLD RECOVERY USING
MULTIPLE REGRESSIONANALYSIS(MLR)

Multiplelinear regression (ML R) description
Multiple(linear) regressonisadatisticd tool, based
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TABLE 3: Satistical characteristicsof themultiplelinear regression model

Model  Independent - Standard  Standard error ! Deter mination
Variables Coefficient Error of etimate tvalue  Sig. level. coefficient (R?)
1 (Constant) 86.521 4.332 .786 19.974 .000 0.786
NACN 2.559E-03 .001 2.844 011
a, 2.156E-02 .045 A75 .641
SOLID -.105 .036 -2.892 .010
T -1.545E-02 .036 -.429 .674
PH 75 .367 2.114 .050
Py -2.034E-02 .015 -1.392 182
TIME -2.442E-02 .021 -1.179 .255
Best inear Fit : A= (0.617) T+ (34.4) Best linear Fit : A= (0.682) T + (28.4)
96 93 v \ s : : .
94t R=10.736 o A 92t R=0.767 o
g 2 # ;}’ ,ﬂ
- 2| A
g 90| 2] g 7 °
o o By A
é _;___.-"':_f g e o g Sg - ,\-r-‘:?’
L-I-_"l 58 I w__‘___..-\“" , R * - I-_q SS /_—-""-:" - &
Q9 g o T O -~
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L’ o Data Point 87 7 ¢
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..... _&=‘|’ " cmms Aa'T
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Figure6: Comparison of theestimated recoveriesfor trainingand test datausingM L R model ver susdeter mined valuesin
laboratory (experimental data).A: Correlation between estimated recoveriesusing M L R model and deter mined recoveries
inlaboratory (train data), B: Correation between estimated recoveriesusng M LR model and deter mined r ecoveriesin

laboratory (test data).

on |least-squaresandysisof experimental (or observa
tional) datato obtain a(linear) functional relationship
between one dependent and severa independent vari-
ables. Thefirg step of aregressonanaysisistofindan
aopropriatemodd for thefunctiona relaionship®. This
approach can be used either to test theoriesor models
about how well aset of variablesexplainsaphenom-
enon, or which particular set of variables do the best
jobinpredictingit. It isone of themost widely used of
al statistica methods.

Besides determining how much variancein ade-
pendent variable can be explained by aset of predic-

tors, multiplelinear regresson also cantell ustherela-
tivecontribution or ‘weight’ each independent variable
exerts. Theseweights can be used to construct predic-
tion equationsfor the dependent variable. Such equa-
tionsalow usto accurately estimate values of thede-
pendent variable based on our foreknowledge of the
independent variables. Here, themoded to befittedis:
y=by+b X, +b,x, +...+b X, +e (7)
Wherey isthe dependent variable (gold recovery), is
regression constant, the represent thek predictor (in-
dependent) variables, isarandom error (or residual)
which istheamount of variation iny not accounted

Watarioly Science  mm—.
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for by thelinear relationship and the b’s are the re-  TABLES5: Comparison of experimental datawith thoseesti-
gression cogfficients. Theseregression coefficients  Mated by BPNN and ML R modelsin thetrain and test process

represent the independent contributions of each pre- Gold Estimated Estimated
dictor variableinexplaini ng vari ationin (y)_. They are Recoveries J;?g 'ﬁ; u;icg\llae;ﬁ\l
unknown and are to be estimated. Thereisusually ~ Run no. (%) model for model for
substantial variation of the observed pointsaround the (experiments) 4 Jining  training and
fitted regressonline. Thedeviation of aparticular point and test data __test data
fromtheregression line (itspredicted value) iscalled Trainingstage
theresidual value. The smaller thevariability of the 1 90.32 90.80564 90.29782
residual valuesaround theregressionline, thebetter is 2 9115 89.5478 90.48904
modd estimation. 3 91.21 92.8883 92.04327
In present study, regression andysiswas performed 4 90.11 89.06496 89.36567
using thetraining and test dataemployedin neura net- S 90.66 88.7416 89.75867
work data. Recovery was considered as the depen- 6 %.14 89.11776 90.19387
dent variableand pH, solids content, sodium cyanide 8 87.87 89.6006 89.93672
: e T 12 91.32 90.95992 91.78801
concentration, concentration, parti clesize, tempera- 13 9103 91.20002 9163498
tureand retc_antl ontimewere considered astheinde- 14 90.86 90.75284 91.30635
pendent variables. A computer-based package called 15 83.22 87 05372 84.07919
SPSS (Statistical Packagefor the Social Sciences) was 17 90.34 01.83584 90.51104
used to carry out theregressonanaysis. The tatistical 18 86.21 86.4836 86.33209
result of themode for estimating of recoveriesispre- 19 88.85 87.92964 88.17113
sented inTABLE 3. 20 92.87 94.07692 92.21623
TABLE 3 showed the estimated regression rela- 21 91.09 91.01272 90.98865
tionshipsfor recoveriesof goldinleaching process. Thus, 22 92.3 90.17072 91.20352
recoverieswere estimated according to Equation 8: 23 89.05 88.03476 88.7249
R = 86.521+ 0.002559x NaCN + 0.02156x O, — 25 90.57 90.6308 90.17165
2 26 84.05 86.84664 85.04233
0.105x Solid — 0.01545x Temper atur e+ 0.775x% 6) 27 90.6 89.7718 90.30003
pH —0.02034x Py, —0.02442x Time 28 91.95 92.40596 92.69725
Furthermore, Figure 6 comparesthe correl ation be- 29 921 90.99384 91.5086
tween estimated recoveriesusing ML R method versus 32 90.86 89.8246 90.50169
actua determined recoveriesfor training data(Figure 6 33 90.803 89.8246 90.50169
(A)) and test data (Figure 6 (B)). Testing stage
Asit can be seen correl ation between the model 7 91.15 90.11792 89.539%5
predictionsusing MLR and actual dataisa most low. It 9 85.75 87.87684 85.7309
showsarelatively low ability of the MLR model to es- 10 9L.44 92.18196 91.996
timate recoveries. 11 89.37 88.25876 87.18182
16 91.7 91.37576 92.42003
TABLE 4: Thecomparison of theresults(R, RM S) of BPNN 24 91.24 01.32296 02.43288
and MLR modelsintraining and test data 30 8968 87.68864 89 06599
Correlation Correlation
ode ( ﬁ“ﬁi i) E (,it ? codicem oeeifiGen 31 90.69 89.92972 91.4663
(R) (train) (R) (train)
Neural 21851 10858 0952 0.884 COMPARISON OF MLRAND
network BPNN MODELS
Multiple
liner 17398 1.2262  0.786 0.767 _ _
regression Theresultsobtained from the studied model sfor
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Full Poper =

trainandtest set compoundsaresummarizedin TABLE
4and TABLES.

TABLE 4 comparesthe correl ation coefficient R
and root mean square error (RMS) of two techniques
studied for training and test data. A close agreement
can be seen between the estimated recoveriesand ac-
tual datawhenthe ANN method (BPNN) isused. In
the other hand, estimated recoveries by BPNN and
MLR Mode s accompanied by actua determined re-
coveriesarelistedin TABLEDS.

Ascanbeobserved in TABLES 4 and 5, theerror
estimatesused for modd performanceevduation, RMS
error were lower for BPNN model. The correlation
coefficients (R) given by BPNN mode! isaso higher.
Thisdemonstratesthat the performance of neural net-
work isbetter than that of MLR modd . Comparison of
resultsfrom themodel s performance and estimated re-
coveriesdemongtrate that the BPNN modd estimates
thegold recoveriesmore accurately than MLR model
for thetrainand test data sets.

CONCLUSION

Back-propagation neural network (BPNN) and
multiplelinear regressons(MLR) wereapplied to esti-
matethe goldleaching recovery. Theinput datafor the
BPNN and MLR models have been selected on the
high vauesof the correl ation coefficientsbetween gold
recovery and effective parametersincluding NaCN con-
centration, concentration, solid content, temperature,
pH, retentiontime.

Thedesigned neural network (BPNN model) has
threelayersindudinginput layer (saven neurons), hidden
layer (ten neurons) with tansing activation function and
output layer (oneneuron) with linear activation function.

The comparison between estimated gold recover-
iesand actual determined valuesin cyanidation process
indicated that correlation coefficients (R) (for training,
test data) and the root mean square (RMS) error were
(0.953 and 0.88) and 1.08 and (0.786, 0.767) and
1.22 using BPNN and MLR methods, respectively.

Findly, theresultsdemonstrated that low correla-
tion val ues between themodd estimationsusngMLR
method and experimental datadescribed itslow capa
bility in estimation recoveries. In addition, theresults
indicated high capability of BPNN methodin estima

tion gold recoveriesand simulation cyanide leaching
process. Therefore, it can beavery powerful tool for
treating theexperimenta datain other smilar cyanide
leaching process.

ACKNOWLEDGEMENTS

Theauthors acknowledgethefinancia support of
thisresearch by theresearch Ingtitute of Shahrood Uni-
versity of Technology.

REFERENCES

[1]

[2]
[3]

[4]
[5]

J.Zhang, Y.Zhang, W.Richmond, H.Wang; Int.J.
Miner.Metal.Mater., 17, 1 (2010).
G.Senanayake; Hydrometal lurgy., 81, 75 (2006).
C.Gasparrini; Gold and other precious metals, from
ore to market, Springer-Verlag, (1993).
W.Stange; J.S.Afr.Inst.Min.Metall., 13 (1999).
N.Yatawara; M ultivariate process monitoring with
partial least squares regression, a case study, |1QP
Research Report, University of Waterl oo, Canada,
(1996).

M.Schlang, B.Lang, T.Poppe, T.Runkler, K.

Weinzierl; Control Engineering Practice.,, 9, 975

(2001).

T.B.Seginer, B.J.Bailey; JAgric.Eng.Res., 59, 203

(1994).

[8] C.Laberge, D.Cluis, GMercier; Water Res., 34,

1145 (2000).

[9] M.Ryan, C.Muller, H.J.D.Keith, K.C.Cameron;
Ecol.Model., 175, 189 (2004).

[10] Z.Guo, W.Sha; Cmp.Mat.Sci., 29, 12 (2004).

[11] A.Bahrami, S.H.Mousavi Anijdan, A.Ekrami;
J.Alloys and Comp., 392, 177 (2005).

[12] C.Capdevila, C.Garcia-Mateo, F.G.Caballero,
C.Garcl’a de Andre’s; Cmp.Mat.Sci., 38, 192
(2006).

[13] C.Acharya, S.Mohanty, L.B.Sukla, V.N.Misra;
Ecol.Model., 190, 223 (2006).

[14] E.Jorjani, S.Chehreh Chelgani, Sh.Mesroghli;
Miner.Eng., 20, 1285 (2007).

[15] E.Jorjani, Sh.Mesroghli, S.Chehreh Chelgani;
J.Univ.Sci.Technol .Beijing., 15, 528 (2008).

[16] E.Jorjani, S.Chehreh Chelgani, Sh.Mesroghli; Fuel.,
87, 2727 (2008).

[17] S.Chehreh Chelgani, J.C.Hower, E.Jorjani,

Sh.Mesroghli, A.H.Bagherieh; Fuel Process.

Technol., 89, 13 (2008).

(6]

[7]

Au Tudian Yourual



MSAIJ, 8(11) 2012

Asghar Aziz et al.

453

[18] G.Ozbayodlu, A.M.Ozbayodlu, M.E.Ozbayodlu;
Int.J.Miner.Process., 85, 93 (2008).

[19] D.Liu,Y.Yuan, S.Liao; Expert Syst.Appl., 36, 10397
(2009).

[20] Q.C.Li, D.X.Li, Q.Y.Chen; Trans.Nonferrous
Met.Soc.China,, 21, 413 (2011).

[21] R.Rooki, F.Doulati Ardejani, A.Aryafar, A.Bani
Asadi; Environ.Earth Sci., 64, 1303 (2011).

[22] W.Sha, K.L.Edwards; Materials & Design., 28,
1747 (2007).

[23] O.Bayat, H.Vapur, F.Akyol, C.Poole; Miner.Eng.,
16, 395 (2003).

[24] G.DeschCnes, J.McMullen, S.Ellis, M.Fulton,
A.Atkin; Miner.Eng., 18, 832 (2005).

[25] C.A.Heming,A.Mezei, E.Bourricaudy, M.Canizares,
M.Ashbury; Miner.Eng., 24, 484 (2011).

[26] H.M.Ya0, H.B.Vuthauru, M.O.Tade, D.Djukanovic;
Fuel., 84, 1535 (2005).

[27] S.Haykin; Neural network, acomprehensivefoun-
dation, Englewood Cliffs, NJ; Prentice-Hall,
(1999).

[28] R.C.Eberhart, R.W.Dobbins; Neura network PC
tools, A Practical Guide, Academic, New York,
(1999).

[29] D.E.Goldberg; Genetic algorithmsin search, Opti-
mization, and Machine Learning, Addison-Wesl ey,
Reading, MA, (1989).

—== Pyl Paper

[30] M.T.Hagan, H.P.Demuth, M.Beale; Neural net-
worksdesign, PWS Publishing, Boston, MA, USA,
(1996).

[31] H.Demuth, M.Beale; Neural network toolbox for
use with MATLAB, Handbook, (2002).

[32] J.Schalkoff; Artificial neural networks, New York,
McGraw-Hill Companies Inc., (1997).

[33] K.Hornik; Neural Networks, 4, 251 (1991).

[34] M.Gori, A.Tesi; IEEE Transactions on Pattern
Analysis and Machine Learning, 14, 76 (1992).

[35] D.J.C.Mackay; Bayesian methods for adaptive
models, PhD.dissertation, California Institute of
Technology, (1991).

[36] R.M.Neal; Bayesian training of back-propagation
networks by the hybrid monte carlo method, Tech-
nical Report CRG-TG-92-1, Department of Com-
puter Science, University of Toronto, (1992).

[37] S.Srinivasulus, A.JianA; Applied Soft Computing.,
6, 295 (2006).

[38] PSingh, M.C.Deo; Applied Soft Computing., 7, 968
(2007).

[39] M.Wulf, P.Uhlmann, S.Michel, K.Grundke;
Progr.Org.Coating., 38, 59 (2000).

— Pt icly Science
ﬂaVMnW



