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ABSTRACT 
 
There are many influence factors in the achievement of track and field, so to forecast the
athletes' grades need to better forecast model, based on this thought, this paper has
introduced the BP neural network model, RBF neural network model and dynamic neural
network model, after comparison of draw three BP neural network model has high
accuracy, in addition, through the three kinds of neural network model for the
combination, introduced to the specific instance is obtained through the combination of
the model after than any single forecast model accuracy is high, so that faster the
superiority of this model, he will be on neural network for sports performance prediction
development play an important role. 
 

KEYWORDS 
 
Neural network; Prediction model; Sports performance; Nerve cell. 
 



4616  Optimization model of athletic performance prediction based on neural network application research  BTAIJ, 10(10) 2014 

 

PREFACE 
 
 According to previous performance, it makes prediction on performance that to be generated, it 
is generally used to major sporting events, predict future sports competitive levels is particular more 
important for athlete being in best training level, so the sports performance prediction becomes more and 
more important, but there are many kinds of modern prediction methods, from which neural network is 
more popular in contemporary prediction and analysis aspect. 
 Regarding sports aspect each kind of events predicted research, formers have made efforts, such 
as: Wang Hao and others in order to improve sports performance prediction accuracy, it combines BP 
neural network with RBF to make prediction on Liu Xiang’s performance, and finally got that model 
after combination was obvious higher than single prediction model before combination; Zhong Wu and 
others constructed shot special performance prediction in 2004, meanwhile they got that its accuracy is 
obvious higher than multiple linear regression model. 
 The paper based on previous research results, it analyzes sports performance influence factors, 
and by three kinds of neural network prediction model’s mutual combination to predict sports 
performance, the result proves that combined prediction model is more accurate than single model, and 
shows established combinative neural network prediction model has important significance in sports 
aspect performance researching. 
 

THREE KINDS OF PREDICTION MODELS FORMING 
 
BP neural network theoretical forming 
 In prediction field, neural network is one kind of higher applications, from which the most 
important belongs to forward neural network that is also BP neural network model, the model is 
composed of three kinds of forms that are output layer, input layer and hidden layer such three kinds, its 
structure is as Figure 1 show: 
 

 
 

Figure 1 : BP neural network structure 
 

 Though there are no any connections among them, their nerve cells are mutual correlated. The 
algorithm learning process is composed of two directions that are respectively forward direction process 
and reverse such two propagation processes, from which, forward propagation is: 
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Among them, use j  as actual output unit which is expressed by jky . 
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Revise weight: 
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 Among them, the process from input layer to hidden layer and then transfer to output layer is 
information forward direction propagation, but once end cannot get corresponding output result, it will 
automatically turn to reverse propagation; one nerve cell k is expressed by following formula. 
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 Among them, in linear combination, input signal’s output, nerve cell threshold value are 
respectively using ku and kb to express, input signal and output signal are respectively using kx and ky  to 
express, ikw  represents protruded weight, and meanwhile activated function is ()F , corresponding 
function formula is: 
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Due to BP neural network nerve cell does not change, input end is : 
 

nn wxwxwxnet +++= L2211  (11) 
 
 In above formula, connection weight value: nwww ,,, 21 L , Input value: nxxx ,,, 21 L 。 
 These nerve cells all activated functions use S  type function, the function not only is continuous 
but also can derive. 
 Define that between 0 and 1 is BP neural network node value, if input information hasn’t arrived 
at hidden layer, then the node is 0, so as to avoid the fault status, we adopt standardization handling with 
these original data, adopt: 
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anm +==1  (12) 
 Hidden point initial number value can be defined by formula (2), that is: 
 

51.035.077.054.212.043.01 2 +++++= nmnnm  (13) 
 Among them, in above two formulas, a  is a constant, and is a number between 1and 10, mn,  
are the number of output and input nodes. We work out an initial value by formula (1), and then solve it 
gradually, after that, adopt: 
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 Only need to do normalization processing. 
 For the model, take one sports school triple jump relative data as examples references, and let 1x  
to be final 5m running-up instant speed, 2x  to be horizontal speed before taking off, 3x  is maximum 
running-up speed, 4x  is distance between starting point and position at this time when running-up 
arrives at maximum value, y  represents triple jump final results, as following TABLE 1show: 
 

TABLE 1: Triple jump performance indicator 
 

No 1
1 / ( )x m s−⋅  1

2 / ( )x m s−⋅  1
3 / ( )x m s−⋅  1

4 / ( )x m s−⋅  /y m  

1 9.69 9.71 9.61 1.00 16.02 
2 9.65 9.84 9.84 3.90 16.03 
3 10.05 10.02 9.83 0.00 16.04 
4 10.04 9.74 9.94 4.90 16.05 
5 9.90 9.91 9.89 2.00 16.11 
6 10.44 10.21 10.35 1.00 16.12 
7 10.06 10.06 10.01 1.00 16.15 
8 9.74 9.74 9.58 0.00 16.18 
9 10.98 9.75 9.94 4.00 16.19 
10 9.90 9.76 9.79 4.90 16.21 
11 10.10 9.94 9.95 2.00 16.22 
12 10.26 10.02 10.11 2.00 16.27 
13 9.78 9.60 9.66 1.90 16.30 
14 9.97 9.98 9.94 0.00 16.40 
15 9.39 9.25 9.33 1.90 16.40 
16 10.00 9.66 9.92 1.90 16.40 
17 9.65 9.65 9.49 0.00 16.41 
18 10.13 10.12 9.96 2.10 16.44 
19 10.11 10.06 9.94 1.00 16.46 
20 10.12 9.99 9.97 3.00 16.50 
21 9.76 9.50 9.59 1.90 16.56 
22 9.87 9.66 9.73 4.90 16.60 
23 10.08 10.02 9.98 1.00 16.60 
24 9.80 9.80 9.80 0.00 16.60 
25 9.92 9.89 9.89 4.00 16.68 

 
 By utilizing principal component analysis method, it handles with above table and gets 
corresponding indicators’ feature values that are respectively: 
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1=3.2047λ 、 2 =0.1867λ 、 3 =0.0735λ , by above table, it can get that space curve is: 
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 floating around, so above three kinds of indicators have great connections, therefore we can use 
1 4,x x  as input function, then y  is output, according to BP algorithms to train, its training samples select 

20 indicators to make research, as following TABLE 2 and TABLE 3 show: 
 

TABLE  : Test sample 
Ρ  1x  2x  y  Ρ  1x  2x  y  

1 9.72 1.00 16.01 11 9.65 0.00 16.30 
2 9.63 3.90 16.01 12 10.00 1.90 16.40 
3 10.03 0.00 16.03 13 10.13 2.10 16.41 
4 9.91 4.90 16.11 14 10.11 1.00 16.44 
5 10.06 2.00 16.12 15 10.11 3.00 16.46 
6 10.10 1.00 16.18 16 9.78 1.90 16.50 
7 9.91 2.00 16.27 17 9.87 4.90 16.56 
8 9.48 0.00 16.30 18 9.80 0.00 16.60 
9 10.26 1.90 16.30 19 10.08 1.00 16.60 
10 10.28 2.00 16.30 20 9.93 4.00 16.68 

 
TABLE 3: Test sample actual result 

 
P 21 22 23 24 25 

1
1 / ( )px m s−⋅  9.75 10.46 10.10 10.08 9.92 

4 /x m  0.00 1.00 1.90 4.00 4.90 
  
 Before training, it should firstly make transformation, make standard deviation as 1 and mean as 
0 transformation on variables in above table, and then make training, after training for 29452 times, its 
weight threshold value, weight can be solved as following show : 
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 After solving threshold value and weight, input above TABLE 3 sample into neural network 
model, and then get result as following TABLE 4 show: 
 

TABLE 4: Output result 

 
 By above TABLE 4, we can see that the first and second test result have big differences, and 
final kind error is zero, so it proves that lots of data is needed to more accurately deduce prediction 
result and then being more accurate, meanwhile it also proves that the model has certain superiorities. 
 
RBF neural network model 
 The model similarly is composed of above three forms, its structure is as following Figure 2 
show: 
 

Network input 
 Network output /y m   Expected output /py m  Error /cm  1

1 / ( )x m s−⋅  4 /x m  

9.74 0.00 16.245 16.17 3.4 
10.43 1.00 16.08 16.14 -5.8 
9.38 1.90 16.362 16.38 -1.7 
10.08 4.00 16.223 16.21 1.6 
9.94 4.90 16.250 16.25 0.0 
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Figure 2 : RBF neural network structure 
 
 The model can create a very high precise model, and its hidden function is self selected, so that 
its error is 0, and then previous k  times of performance is 1 2, , kx x xL , output is performance at this time.  
 
Elman neural network model 
 The model is relative special, its structure is composed of four elements that are output layer, 
undertake layer, hidden layer, input layer, and its output layer includes one nerve cell, input layer 
includes six nerve cells, hidden layer is defined as seventeen nerve cells, its structure is as following 
Figure 3 show: 

 

 
 

Figure 3 : Elman neural network model 
MODEL COMBINATIONS 

 
 We let 1f 2f 3f  respectively represent above three kinds of neural network prediction model, and 
establish the three mutual relations’ equation : 
 

1 2 3f f f fα β γ= + +  (16) 
 
 In above formula, coefficients respectively represents three kinds of prediction models weights, 
it can solve such value by establishing following formula that: 
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Among them, in above formula: 
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 So, combining above formula with one school athletes’ competition performances, it can solve 
their weights, their competition performances as following TABLE 5 show: 
 

TABLE 5: Athletes’ competition performances table 
 

No. Actual performance No. Actual performance No. Actual performance No. Actual performance 
1 13.45 18 13.12 35 13.21 52 12.93 
2 13.32 19 13.19 36 13.08 53 13.03 
3 13.45 20 13.20 37 13.05 54 13.04 
4 13.33 21 13.24 38 13.11 55 12.91 
5 13.36 22 13.18 39 12.86 56 12.89 
6 13.12 23 13.17 40 12.84 57 13.11 
7 13.75 24 13.19 41 13.19 58 13.04 
8 13.27 25 12.24 42 13.17 59 12.82 
9 13.87 26 13.21 43 13.21 60 13.23 
10 13.22 27 13.31 44 12.96 61 12.79 
11 13.20 28 13.26 45 13.02 62 13.18 
12 13.15 29 12.97 46 13.08 63 13.19 
13 13.24 30 12.89 47 12.65 64 13.20 
14 13.26 31 13.45 48 12.84 65 12.95 
15 13.23 32 13.29 49 13.34 66 13.23 
16 13.21 33 12.78 50 13.28 67 13.01 
17 13.33 34 13.14 51 12.87   

 
 So we input above data into combined model, it can solve three kinds of models weights, that:

=0.463 =0.243 =0.294α β γ、 、 , thereupon we can get combination model is: 
 

1 2 30.463 0.243 0.294f f f f= + +  (19) 
 
Establish optimal combination prediction model 
 We let sample actual value use iy  to express, predicted value use 1,2,ity t n= L  to express, its 
equation is : 

1

n

i i it
i

y a b y
=

= +∑  (20) 

 
 After that, use linear regression method, it can respectively solve above coefficients, and then 
solve their predicted value, its formula is: 
 

1 1
1

n

i i it
i

y a b y+ +
=
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Prediction model result and analysis 
 We let y  to represent actual performance, and ix  to represent predicted performance, from which 

1, 2, 10i = L , and establish mean absolute percentage error(MAPE), that: 
 

1 | | 100%i i

i

x yMAPE
n y

−
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 By above formula, input data and then it can get combination model’s prediction fitting value, as 
following TABLE 6 show: 
 

TABLE 6: Prediction result comparison 
 

No.  Actual 
performance 

 First kind of 
network 
prediction 

 Second kind of 
network 
prediction 

 Third kind of 
network 
prediction 

 Optimal 
weighting 
combination 

 Optimal linear 
combination 

Predicte
d value MAPE 

Predict
ed 
value 

MAPE Predict
ed value MAPE 

Predict
ed 
value 

MAPE 
Predict
ed 
value 

MAPE 

1 13.12 13.0522 

0.547 

13.1256 

0.743 

13.0522 0.7896 13.1106 

0.565 

13.0698 

0.562 

2 12.98 13.0845 13.0626 13.0546  13.1018 13.1104 
3 13.25 13.0911 13.1212 13.1304  13.1245 13.0754 
4 13.01 13.1232 13.1826 13.0908  13.0948 13.1199 

5 13.28 13.1947 13.0988 132.071
1  13.1298 12.9858 

6 13.18 12.0517 13.0836 13.0739  13.0659 13.0748 
7 13.19 13.0294 13.2144 12.9877  12.9598 13.1374 
8 13.21 13.1366 13.0683 13.2632  13.0877 13.1320 
9 13.23 13.1474 13.1362 13.0867  13.1078 13.0676 
10 13.15 13.0433 13.1244 13.0546  13.1047 13.0777 
 
 By above TABLE 6, we can get three kinds of neural network prediction methods’ maximum 
error values that are differences between actual results and predicted results, so that it can get that in 
three kinds of neural network prediction methods, BP neural network predicted value and actual value 
difference is minimum, therefore it proves BP neural network is a kind of relative accurate prediction 
method, and combination model after handling has better efficiency in prediction than single model. 
 

CONCLUSIONS 
  
 The paper predicts athletes’ performances, their performances prediction is affected by lots of 
factors, we utilize three kinds of network prediction methods to evaluate individual prediction that 
shows BP neural network has obvious superiorities and good prediction efficiency, in addition, we 
combine the three prediction ways, and get optimal combination pattern after handling, and after optimal 
weighting, it can let the combination model has much higher accuracy than single model, so the 
combined prediction model has feasibilities. 
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