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ABSTRACT 
 
In order to study the efficient and feasible algorithm of solving power system optimal
power flow,the paper discusses and improves the particle swarm optimization (pso)
algorithm which has the convergence speed and global search ability; the introduction of
penalty function to deal with the constraints of the optimal power flow problem,
MATLAB simulation platform is applicated to program improved particle swarm
optimization (pso) algorithm and the traditional Newton algorithm, calculating the result
of IEEE - 30 nodes standard system of optimal power flow, and comparing the result of
two algorithm can highlight the particle swarm algorithm in solving the optimal power
flow calculation problem. 
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INTRODUCTION 
 

American social psychologist j.k. ennedy and electrical engineer R.E berhart put forword the particle swarm algorithm 
(PSO) in 1995[1], according to the principle of bionics, PSO imitates the behavior of herds groups,such as fish and flocks and 
so on, at the same time references biologist F.Heppner’s biological group model and researchs into the idea of evolutionary 
computation, which is an efficient optimization algorithm. Due to the convergence of particle swarm algorithm is easy to 
implement, algorithm has good robustness[2] and the computing speed is faster than traditional algorithms, which suitablly 
solves nonlinear and multidimensional problem with constraint condition of complex optimization, therefore it has been 
widely applied to the practice of science. In recent years, particle swarm optimization (pso) algorithm has been widely 
applied in controlling voltage of the power system, power system state estimation, the active power distribution and optimal 
power flow calculation and so on. 

 
THE PARTICLE SWARM ALGORITHM AND IMPROVED 

 
The standard particle swarm optimization (pso) algorithm 

Standard particle swarm optimization (PSO) firstly initializes the known particles group in the solution space randomly, 
the number of optimization problems’ variables determines the space’s dimensions, after each particle has the initial position 
and velocity, they use the method of iterative optimization to track two "extreme" so that particles can update the space 
position and flying speed[3]. Assuming in n -dimensional search space, the current position of the i-th particle (particle i ) is 

denoted as 1 2( , , , )i i i inX x x x  , the speed of particle i  is denated as 1 2= ,i i i inV v（v , v , ）,the best location of the 

particle i  until now the number of iterations is denoted as 1 2( , , , )i i i inP p p p  , so far all particles have experienced best 

position is denoted the global best position as 1 2( , , , )g g g gnP p p p  . For each iteration, the particles’ optimum formula 

is as follows: 
 

1
1 1 2 2( ) ( )k k

in in in in gn inv v c r p x c r p x        (1) 
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In the type: n  is dimension; 
  is inertia weight coefficient[4]; 

1c  and 2c  are the random constant[5] that greeter than zero and Respectively delegates pass-by individual best solution and 

the global best solution of acceleration weight coefficient, according to experience, they are generally set between [1.0, 2.0]; 

1r  and 2r [6] are random constants which are set between [0,1]. 

 
Improved particle swarm algorithm 

Standard particle swarm algorithm can not take into account the convergence speed, global search ability and local 
search capabilities,so this paper proposes an improved particle swarm algorithm;   has a great influence on search ability, 
when it is bigger, it is conducive to escape from local minima point so that algorithm can search globally ; when it is smaller, 
it is conducive to locally search accurately, to overcome the disadvantage that the PSO algorithm is easy to fall into local 
minimum value early and occur late shocks around the global best solution easily[7], using a linear weight coefficient to make 

the weight coefficient decrease from maximum max  to minimum min  linearly, the calculating formula is as follows: 

 
 

max

minmax
max t

t  
   (3) 

 

In the type: max  is the maximum of  , min is the minimum of the , usually max =0.9、 min =0.4； t  is the step 

of current iteration, maxt is the Biggest step of iteration. 

1c and 2c have a decisive role on empirical information of the particle itself and the impact the experience information of 

other particles on particles’ trajectory, which highlights the characteristics of information exchange between the particle 

swarm. When 1c  is bigger, it will lead to particle search scope locally, When 2c  is bigger, it will lead to early convergence 
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in local minimum; so according to the experience, 1c = 2c =1.5, the algorithm can effectively regulate flying speed so that 

particles can achieve the balance between global search and local search. 
 

POWER SYSTEM OPTIMAL POWER FLOW 
 
The objective function of optimal power flow 

Optimal power flow (OPF) usually uses minimum of system operation cost or network losses as the objective function[8-

9]，this paper bases on minimum network losses as the objective function, the mathematical model is as follow : 
 

 



n

i
DiGiloss PPP

1

.min   (4) 

 

In the type: lossP  is system network losses; 

GiP  is the active power of the generator i ; 

DiP  is the active load of the node i . 

 
The constraints 

The equality constraints is as follows: 
 

( , ) 0Gi LiP P P V      (5) 

 

( , ) 0Gi LiQ Q Q V      (6) 

 

In the types: GiP and LiP  are the active efforts and active load of generator i respectively; 

GiQ and LiQ  are the reactive power and reactive load of generator i respectively; 

),( VP and ),( VQ are the active and reactive network loss respectively; 

Type (5),（6）are also node trend equations[10]. 
The inequality constraints is as follows: 
 

;; maxmax
ij

t
ijij

f
ij SSSS    (7) 

 

  (8) 
 

min max ;Gi Gi GiP P P    

 (9) 
 

min max ;Gi Gi GiQ Q Q    (10) 

 

In the types: 
f

ijS and
t
ijS  are the apparent power of transmission lines and terminal service lines respectively, 

max
ijS  is 

the upper limit of the lines’ apparent power ; 

iV  is bus voltage, min
iV  and max

iV  are the lower limit and the upper limit of bus voltage respectively; 

GiP  is active power of Generator, min
GiP and max

GiP  are the lower limit and the upper limit of generator’s active power 

respectively; 

GiQ  is reactive power of generator， min
GiQ and max

GiQ are the lower limit and the upper limit of generator’s reactive 

power respectively. 
 
Building a penalty function 

Using penalty function method to deal with constraints[11]and constructe a suitable objective function for particle swarm 
optimization; In order to improve the voltage characteristic[12],this paper constructes the objective function by adjusting the 

;maxmin
iii VVV 
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difference between bus voltage unit and voltage amplitude 1.0 and system network loss to achieve the minimum, the 
mathematical mode is as follow : 

 





Mi

iloss VPf 0.1   (11) 

 
In  the types: M is the set of all the nodes that voltage amplitude is not 1.0. 

 
ALGORITHM IMPLEMENTATION 

 
The improved particle swarm algorithm has strong searching ability and high searching accuracy, it is not easy to fall 

into local minimum；The optimal power flow calculation contains a large number of constraints that introduced into the 
original objective function to form a new function, making the original constrained optimization problem into unconstrained 
optimization problems, so as to simplify the complicated problem. The combination of penalty function and particle swarm 
optimization (pso),which manipulates the constraint conditions of the optimal power flow problem [12] and simplifies the 
complicated trend. The algorithm specific steps are as follows: 
Input system parameters and the variable limit, the number of iterations 1k  ; 
Initialize the particle's velocity and position ; 
The trend and network loss calculation should be made for each particle’s with the fast decoupled method; 
To assess the fitness of each particle, looking for the particle's individual optimal solution and the global optimal solution; 
When 1k k  , using the type (3) update ; 
Type (1) is used to calculate the particle velocity at present，and type (2) is used to calculate the particle position, using type 
(7-10) to dynamically adjust constraints; 
Trend and network loss calculation are made by fast decoupled method, reassess each particle fitness and whether updating 

each particle’s iP  and gP  or not are determined according to the type (11); 

If maxk k , then end operation; Otherwise, return to step (5). 

 
THE EXPERIMENTAL SIMULATION 

 
In order to structure true imitation method,the algorithm uses Matlab to deal with 30 nodes - IEEE standard 

systems[14],Particle swarm algorithm parameters are set as follows: max =80t 、 max =0.9、 min =0.4、 1c = 2c =1.5,the 

particle number is 50. The specific experimental results of Newton method[12] and the improved particle swarm optimization 
(pso) algorithm are shown in figure 1, figure 2, TABLE 1. In the figure1 and figure2: the dotted line represents the particle 
swarm algorithm and the solid line represents the Newton's method. 

 

 
 

Figure 1: The convergence property of the system network loss curve 
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Figure 2: The node voltage characteristic curve of the system 
 

TABLE 1: Results of IEEE-30 Nodes Standard system optimal power flow optimization 
 

 
Parameter 

Improved particle swarm algorithm Newton's method 
 GP /MV GQ /Mvar GP /MV GQ /Mvar 

1G  14.13 5.61 41.54 5.44 

2G  47.21 24.96 55.40 25.87 

3G  20.85 16.45 16.20 35.93 

4G  38.40 10.71 22.74 34.20 

5G  22.32 18.02 16.27 16.96 

6G  27.01 25.01 39.91 31.75 
The total power generation 169.92 100.76 192.06 150.15 
System network loss /MW  

3.8342 
 

6.5410 
 

RESULT AND DISSCUSS 
 

System network loss optimization results of IEEE-30 Nodes standard is shown in figure 1. It can be seen that improved 
particle swarm algorithm’s convergence iteration is 36-th time, But Newton's convergence iteration is 54-th time. It is shown 
that improved particle swarm optimization (pso) algorithm’s convergence speed is faster. 

Figure 2 is voltage characteristic curve of IEEE - 30 node system,the voltage amplitudes of two algorithms are 
compared with each other, it can be seen that the voltage characteristic curve of improved particle swarm algorithm is more 
stable and Newton's method’s voltage characteristic curve is volatile. Thus improved particle swarm algorithm has good 
voltage stability. 

The results of both algorithms are listed in TABLE 1. System network losses of the improved particle swarm 
algorithm is 3.8342MW, which is 2.7068MW less than Newton's method of system network loss’s 6.5410 MW. So the drop 
is 41.38% ;the total generating capacity of improved particle swarm algorithm is smaller. So it is shown that the improved 
particle swarm algorithm can effectively reduce the network loss, and system operation is also more economic and 
reasonable. 
 

CONCLUSION 
 

By comparing the experimental data of the improved particle swarm optimization (pso) algorithm and the traditional 
Newton method, which highlight that the particle swarm algorithm has the following advantages in solving the optimal power 
flow problem: Improved particle swarm optimization (pso) algorithm is good at dealing with equality and inequality 
constraints of current problem; PSO can more accurately find out the optimal power flow calculation results, be simple and 
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easy to implement; The PSO algorithm of the optimal power flow has good numerical stability，faster convergence speed 
and it can find the global optimal solution of the problem, which is better than traditional Newton algorithm in solving 
optimal power flow problem. 
 

ACKNOWLEDGEMENT 
 

I want to thank ZHANG Cuiying and ZHAO Chenpeng, because they give me much help and encouragement during 
researching the project, and also want to thank the department of other colleagues,they support my view and propose a lot of 
suggestions; with their help, I finish this paper efficiently and accurately. 
 

REFERENCES 
 
[1] Shigenori Naka, Takamu Genji; A hybrid particle swarm optimization for distribution state estimation, IEEE Trans on 

Power Systems, 18, 60-68 (2003). 
[2] LONG Yun, Wang Jian-Quan; Synchronous generator parameter identification based on particle swarm optimization. 

Large motor technology, 8-11 (2003). 
[3] Zhou Chi, Gao Hai-Bing, Gao Liang, Etc.; Particle swarm optimization algorithm, Computer application research, 7-10 

(2003). 
[4] M.A.Abido.; Optimal design of power system stabilizers using particle swarm optimization, IEEE Trans on Energy 

Conversion, 17, 406-413 (2002). 
[5] Gong Chun, Wang Zheng-Lin; Proficient in MATLAB optimization calculation, Electronic industry press; Beijing, 

(2009). 
[6] Yuan Xiao-Hui, Wang Cheng, Zhang Yong-Chuan; Particle swarm optimization algorithm application in power system, 

The grid technology, 28,14-19 (2004). 
[7] Liu Zi-Fa, Ge Shao-Yun, Yu Yi-Xin; The reactive power system optimal power flow based on chaos particle swarm 

optimization method, Automation of electric power systems, 29,53-57 (2005). 
[8] Liu Ming-Bo; The optimal power flow calculation of large power grid, Science press; Beijing (2010). 
[9] Li Hong-Zhong, Wang Chen-Min, Chen Hao-Zhong; Based on the parameter control variable optimal power flow 

algorithm application in power system reactive power optimization of distribution network, Journal of Shanghai Jiao 
Tong university, 39,71-73 (2005). 

[10] Chen Heng; Power system steady state analysis, China electric power press; Beijing, (2007). 
[11] Cui Peng-Cheng, Chen Ming-Bang, Xiang Tie-yuan; Optimal power flow calculation based on particle swarm 

optimization algorithm and the mixed penalty function method, China's rural water conservancy and hydropower, 90-92 
(2007). 

[12] Qiu Dao-Yin, Zhang Ling-Yun, Gu Bo, etc.; Based on RBF neural network of doubly-fed wind turbine low voltage 
through the control research, Journal of North China University of Water Resources and Electric Power, 34,100-105 
(2013). 

[13] Guo Yuan-Fan; Optimal power flow based on particle swarm optimization algorithm and its application research, 
Huazhong University of Science and Technology, Wuhan (2006). 

[14] IEEE Committee Report. IEEE reliability test system, IEEE Trans PWRS, 98, 2047-2054 (1979). 
[15] D.T.Sun, B.Ashley; Optimal Power Flow by Newton Approach,IEEE PAS, 103, 401-410 (1984). 
 
 


