
[Type text] [Type text] [Type text] 

 
 
  

 
 

 
 
 

2014 

 

© Trade Science Inc. 
 

ISSN : 0974 - 7435 Volume 10 Issue 23 

BioTechnology 

An Indian Journal
FULL PAPER

BTAIJ, 10(23), 2014 [14203-14208]

Non-rigid object tracking via discriminative features 
 

Qian Wang1, Qingxuan Shi2* 
1Academic Administration, Hebei University, Baoding, (CHINA) 

2College of Mathematics and Computer Science, Hebei University, Baoding, 
(CHINA) 

E-mail: shiqingxuan@hbu.edu.cn 
 

ABSTRACT 
 
Non-rigid objects are typically complex and difficult to track due to the appearance
change caused by geometric changes. In this paper, we model the appearance of non-rigid
objects by discriminative features which are adaptively selected according to their
descriptive ability. To adapt to the geometric changes, we use a deformable rectangle to
represent the object, and use Markov Chain Monte Carlo-based Particle Filter (MCMC-
PF) to estimate the state of the object in a restricted four-dimensional space. Experimental
results show that the proposed tracking algorithm has ideal performance. 
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INTRODUCTION 
 
 Visual object tracking has attracted a great deal of attention in the computer vision community due to its wide 
applications in motion-based recognition, automated surveillance, video indexing, human-computer interaction[1]. It is 
essentially the problem of finding the most likely estimation of the object state given a sequence of observations. In real-
world, objects are typically complex and difficult to track because of complex object motions, non-rigid or articulated nature 
of objects, partial or full object occlusions, complex object shapes, scene illumination changes, etc. In this paper, we focus on 
addressing the difficulty of tracking non-rigid objects whose geometric appearance drastically changes as time goes on. 
Figure 1 shows some tracking examples of such objects by our method. 
 Facing extreme geometric appearance changes, an effective appearance model is indispensable. Dividing the object 
into a set of local parts is a prevalent strategy (e.g.[2-5]). In these approaches, object is represented by a multi-part model in 
which local parts are loosely connected, allowing some degree of spatial deformation. These part-based models have 
geometrical deformability, at the same time, offer a more flexible mechanism for updating. Because each local part is a visual 
model on its own, the updating can be performed by removing the parts that exhibit signs of drifting and adding new parts 
while keeping the parts that are still performing well intact. While in this kind of methods, the flexibility of the model is hard 
to control. Cehovin[6] proposed a coupled-layer visual model which combined a set of patches together with global 
appearance information. The local layer geometrically constrained the changes in the target's appearance, and the global layer 
was updated using the stable patches from the local layer. Despite the appearance model, online updating the holistic 
appearance model while tracking is a major method to adapt for the appearance changes[7-9], but when should the visual 
model be updated and how to update the model or model set are key problems. Wang, Junqiu[10] combined the current model 
with the initial one according to the similarity between the initial and current appearance of the object. 
 Color-based features have been proved robust and versatile long time ago[11,12]. They are especially appealing for 
tracking tasks where the spatial structure of the tracked objects exhibits a dramatic variability. Although tracking based on 
color histogram appearance models can perform well through partial occlusion and pose variation, tracking success or failure 
depends primarily on how distinguishable the object is from its surroundings[13]. In real scenes, appearance of both object and 
background will change as the target object moves. It is the ability to distinguish between object and background that is most 
important. According to this, in this paper, we model the target object using discriminative color features, which are extracted 
based on their descriptive ability. 
 At the end, an effective tracking framework is indispensable. The particle filter[14] has shown efficiency in handling 
non-gaussianity and multi-modality, but faces with the problem of particle degeneracy after several iterations. To solve this 
problem, Markov Chain Monte Carlo was proposed[15]. This algorithm samples from posterior distribution directly according 
to a proper proposal distribution, in which a Markov chain converging to the posterior distribution is built. Compared to 
sequential Monte Carlo method, MCMC samples from the posterior distribution efficiently, and can approximate the target 
distribution with fewer particles. In this paper, we adopt MCMC-PF as our tracking framework. 
 

 
 
Figure 1 : Example of tracking results in diving seq. In this sequence, the geometric appearance of the object changes 
drastically 
 
 The rest of this paper is organized as follows: The discriminative features used in our model are described in Section 
2. Section 3 gives the MCMC-PF tracking frame. Section 4 discusses the experimental implementation. Section 5 concludes 
this paper. 
 

DISCRIMINATIVE COLOR FEATURE 
 
 Based on the philosophy of[13], like[16], We select the most discriminative color features to model the target object. 
Given the object area in image, we first get the color histograms of the object( objH ) and the background( bgH ) in HSV color 
space with N  bins. The background's histograms are built in the region around the target. The size of the background region 
depends on the size of the target. The ratio of the two sizes(width and height) is 1.5:1 in this work. The log-likelihood ratio of 
these two histograms can then be easily calculated with respect to each bin: 
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 Where iL is the log-likelihood ratio of the thi  color bin, i ranges from 1 to N. ò  is a very small constant (which is 
set to 0.001 in this work) to avoid infinity when objH  or bgH  approaches zero. The nonlinear log-likelihood ratio maps 
object/background distributions into positive values for colors distinctive to the object and negative for colors associated with 
the background. For colors that are shared by both object and background, their iL  values tend towards zero. It's clear, when 
a color mainly appears in the foreground and rarely appears in the background, its iL  value would be high, and vice versa. 
Accordingly, we consider the ith color bin as a distinctive color feature for the foreground if iL  is larger than a threshold TL , 
and consider the color bin as a distinctive color feature for the background if iL TL< − . A discriminative color feature list of 
the target object Fobj is then maintained, which contains the most distinctive colors of the object against the background. 
 Let ( )Fobj i  be the ith discriminative color feature, the descriptive ability of ( )Fobj i  can be evaluated by its L value. 
That is, color features with higher log-likelihood ratio have stronger descriptive ability. Figure 2 shows us the discriminative 
color features and the confidence map corresponding to them. In Figure 2, (a) is the original image of the first frame, where 
red rectangle is the target object and the yellow rectangle is the background area, (b) is the target mask extract based on Fobj, 
(c) is the confidence map corresponding to the discriminative color features, (d) shows the tracked object in red rectangle. 
 We observe that such a simple description based on discriminative features is very powerful at distinguishing the 
object from the background. 
 

MCMC-PF FOR TRACKING 
 
Bayesian formulation 
 In this paper, we formulate visual tracking as a dynamic Bayesian inference task with a hidden Markov model. Let

tX  denote the object state at time t . Given a series of observations 1: 1 2{ , ,..., }t tZ Z Z Z=  up to time t , our aim is to estimate 
the hidden state variable tX . According to Bayesian rule, the filtering distribution can be recursively estimated by: 
 

1: 1 1 1: 1 1( | ) ( | ) ( | ) ( | )t t t t t t t t tp X Z p Z X p X X p X Z dX− − − −∝ ∫  (2) 
 
 Where 1( | )t tp X X −  is the prior model describing the temporal evolution of the state variable which predicts the 
next state tX  based on the previous state 1tX − , and ( | )t tp Z X  is the observation likelihood that measures the similarity 
between the observation at the estimated state and the given model. 
 

 
 

Figure 2 : Tracking the object based on the discriminative color features 
 
 Particle filter (PF)[17] approximates the filtering distribution(2) by a set of weighted particles. Given the particles set 
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and each particle ( )i
tX  is then weighted by its observation likelihood ( | )t tp Z X . In many tracking applications, it is typical 

to estimate the object state at each time step based on the MAP estimation, or sample expectation on the weighted particles 
set. With the posteriori probability 1:( | )t tp X Z  computed by the observation model and the transition model, we obtain the 
Maximum a Posteriori (MAP) estimate over the N  samples at each time t . 
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MCMC-PF 
 To achieve a good approximation to the filtering distribution, MCMC algorithm can be used to simulate a Markov 
chain that converges to a stationary distribution, i.e., filtering distribution. Given the target distribution 1:( | )t tp X Z , an 
Metropolis–Hastings (MH) sampling step includes drawing a candidate sample X ′  based on the current sample tX , by using 
a proposal ( ; )tQ X . With these notations, a Markov chain grows and moves to the new sample with the acceptance 
probability, i.e., 
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 Otherwise remains at tX . 
 In this paper, we replace the traditional importance sampling step in the particle filter with an MCMC sampling step. 
The MCMC-PF algorithm is outlined in Algorithm 1. 
 

Algorithm 1 MCMC_PF 
Input: Particles set ( )

1 1{ }i N
t iX − = }, Observation tZ ; 

Output: Particles set ( )
1{ }i N

t iX = }, MAP estimation MAP
tX ; 

Select one sample ( )
1
j

tX −  from particle set ( )
1 1{ }i N

t iX − =  randomly; 
Generate initial sample (0) ( )

1~ ( | )t j
t tX p X X − ; 

For 1i =  to N  
Propose a candidate sample ( 1)~ ( ; )i

tX Q X −′ ; 
Calculate the acceptance ratio α  according to (5); 
Accept X ′ with probability α , and let ( )i

tX X ′= , 
else let ( ) ( 1)i i

t tX X −= ; 
End For 
MAP estimate MAP

tX  according to (4). 
 

EXPERIMENTS 
 
Implementation Details 
 Object state: In this paper, we represent the object as a rectangular region. The state of the object is defined by its 
position in the scenario and the scale compared with the original size, i.e., { , , , }x yX x y s s= . Where ( , )x y  is the center 
position of the object and ,x ys s  are the horizontal direction scale and the vertical direction scale respectively. 
 Appearance model: We use a discriminative feature set ( ( ), ), 1,2,...,i FFobj Fobj i w i N= =  to define the appearance 
model, where FN  is the number of features, iw  weighting the ith feature according to its descriptive ability (which is 
evaluated by its L  value). To extract the color feature, we convert the RGB space into the HSV space, and quantize it into 
110 bins ( 10h s vN N N= = = ). After we get the color histograms of the object and the background, L  value is calculated 
according to (1). 
 Observation: Based on the appearance model, we define the observation likelihood function for the observation tZ  
in the image given the state tX  as: 
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 Which describes the distance between the target model and the candidate. In this definition PN  is the number of the 
pixels in the observation region, iw  donates the weight of ith feature ( )Fobj i , I  is indicator function, and HSV  function 
returns the HSV bin of pixel jp . 
 Motion model: The motion model between frames is defined bellow: 
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 Where 2( , )p pμ σN  is a normal distribution on the 2-D space with mean 1 1 2 2
ˆ ˆ* *p p

p t tA X A Xμ − −= +  and variance 2
pσ , 

1A  and 2A  are the constants in this 2AR  model. 2( , )
x xs sμ σN  is a normal distribution with mean 1 1 2 2

ˆ ˆ* *x x

x

s s
s t tA X A Xμ − −= +  

and variance 2
xsσ . The other component of scale ys  is get by 1/y xs s= . So, the four-dimensional object state space is 

constraint by * 1x ys s = . 
 
Experimental results 
 We evaluate our tracking algorithm on several challenging video sequences which are sports video clips. In these 
video sequences, the tracked objects all contain large amount of extreme geometric appearance changes. For each sequence, 
the position of the tracked target is manually labeled in the first frame. 
 To extract discriminative color features, the color space is divided into 110 HSV color bins, and the threshold TL is 
set to 0.35. In Sampling period, we use 600 samples to approximate the posterior distribution of the object. We sample three 
video sequences (diving, tennis, gymnastics-woman), and show the tracking results in Figure 1, Figure 3 and Figure 4 
respectively. 
 

CONCLUSION 
 
 In this paper, we use discriminative color features to model the object's appearance, and embed it to the MCMC-PF 
tracking framework. Experiments on the particular sequences demonstrate that we can successfully track the objects even 
they are experiencing extreme geometric appearance changes. Although only color features are considered in this paper, the 
proposed approach can be extended to other appearance cues represented as histograms of feature values. At the same time, 
the appearance model used here can be introduced to other tracking frameworks. 
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Figure 3 : Tracking results on tennis seq 
 

 
 

Figure 4 : Tracking results on gymnastics-woman seq 
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