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INTRODUCTION

Solubility in water plays one of the most important
roles among many physicochemical parameters that
characterize a chemical pollutant. It influences behavior
of the chemical compound in many physical and bio-
logical processes, involving information on the ability of
the compound to take part in metabolic processes as
well as assessing its environmental persistence, trans-
port and fate[1].

Pesticides, as a consequence of massive use in ag-
riculture and other human activities, are widely diffuse
environmental contaminants subjected in Europe and
USA to restrictive legislation aimed at the protection of

natural ecosystems and health safeguard. Rather than a
well identifiable chemical class, the term �pesticide�

identifies a large spectrum of structurally different com-
pounds. A wide structural variability also characterizes
the pesticide subfamilies (insecticides, herbicides and
fungicides) that group together molecules according to
the target of biocide activity[2,3]. Activity traditional ex-
perimental determination methods usually need special
equipment and samples, as well as large amounts of
money and manpower. Despite methods development
and automation, it is unlikely that laboratory determina-
tions can cope with the pace that new pollutants are
identified. Hence there is an increasing need for using
the technology of quantitative structure�property/ac-
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ABSTRACT

In this paper, a quantitative structure�property relationships (QSPR) study

based on feed-forward artificial neural network (ANN) with back-propaga-
tion learning rule and multiple linear regression (MLR) methods has been
carried out to predict the Solubility behavior of pesticides. Accurate de-
scription of the water Solubility of 38 compounds including commonly used
insecticides, herbicides and fungicides and some metabolites is success-
fully achieved. The Stepwise SPSS was used for the selection of the vari-
ables that resulted in the best-fitted models.The regression coefficients of
prediction for training and test sets for ANN model were 0.997 and 0.992
respectively. The proposed nonlinear QSPR model (ANN) exhibits a high
degree of correlation between observed and computed water Solubility and
a good predictive performance that supports its application for the predic-
tion of the Solubility behavior of unknown pesticides. A multiple linear
regression (MLR) based on the same selected descriptors shows a signifi-
cantly worse predictive capability.  2011 Trade Science Inc. - INDIA
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tivity relationships (QSPR/QSAR), which correlates and
predicts property data of pollutants from their struc-
tural descriptors, and can be used to study the physi-
cochemical properties and generate predicted data ef-
ficiently[4]. The main advantage of quantitative structure
property relationships (QSPR), like quantitative struc-
ture activity relationships (QSAR), lies in the fact that
once such a relationship is ascertained with an adequate
statistical degree of confidence, it can be of valuable
assistance in the prognosis of the behavior of new mol-
ecules, even before they are actually synthesized[5,6].

Artificial neural network (ANN)[7] modelling rep-
resents the most common non-linear approach to the
investigation of structure�property relationships. ANN

statistical treatment, which does not require the pre-
liminary knowledge of the mathematical form of the re-
lationship between the descriptors and the model re-
sponse, allows overcoming possible inaccuracy of MLR
related with the existence of non-linear effects or
colinearities among the descriptor variables. In the con-
text of QSRR studies, the better predictive capability
of the ANN-based models compared with the perfor-
mance of the related MLR models has been largely
documented[8-13].

Artificial neural networks are among the best avail-
able tools to generate nonlinear models. Artificial neu-
ral networks are parallel computational devices con-
sisting of groups of highly interconnected processing
elements called neurons. Artificial neural networks
(ANN), inspired by scientist�s interpretation of the ar-

chitecture and functioning of the human brain[14,15] mean,
however, a methodology related to nonlinear regres-
sion techniques[16,17]. Reviews have been published con-
cerning applications of ANN in different fields[18,19].
ANNs have been applied to QSPR analysis since the
late 1980s due to its flexibility in modeling of nonlinear
problems, mainly in response to increase accuracy de-
mands; they have been widely used to predict many
physicochemical properties[20�24].

In the present work, a QSPR study has been car-
ried out on the logarithm water solubility (Log S

w
) for

38 diverse pesticides or toxicants by using structural
molecular descriptors. The linear method MLR and non-
linear method feed forward neural network with back-
propagation training along with Stepwise SPSS as vari-
able selection software were used to model the Log S

w

TABLE 1 : Data set and corresponding observed and
(ANN,MLR,) predicted values of Log S

w
 (mg/l) (25C )ª

Name 
No. 

Training set 

log Sw 
(EXP) 

log Sw 
(ANN) 

log Sw 
(MLR) 

1 Ethoprophos 2.87 2.864 3.324 

2 Phorate 1.70 1.690 1.743 

3 Trietazine 1.30 1.312 1.108 

4 Lindan 0.86 0.911 -0.173 

5 Dichlorofention -0.61 -0.654 0.080 

6 PCB31 -0.84 -0.971 -0.837 

7 Aldrin -1.77 -1.641 -1.357 

8 Paraoxon-ethyl 2.86 2.882 2.374 

9 Fenitrothion 1.58 1.557 1.597 

10 Thiobencrab 1.45 1.404 1.955 

11 Isodrin -1.85 -1.620 -1.385 

12 Allethrin 0.66 0.596 0.908 

13 Isocarbophos 1.85 1.953 1.502 

14 Flumetralin -1.15 -1.148 -1.193 

15 Procymidone 0.65 0.643 1.104 

16 Chinomethionate 0.00 0.007 0.633 

17 2,4'-DDD -1.00 -0.821 -0.990 

18 Endrin -0.60 -0.875 -1.463 

19 2,4'-DDT -1.07 -1.497 -1.424 

20 Ethion 0.30 0.310 0.201 

21 4,4'-DDT -2.26 -1.984 -1.618 

22 Benalaxyl 1.57 1.554 1.587 

23 Famphur 2.04 2.054 1.556 

24 PCB202 -3.83 -3.840 -3.679 

25 Dicofol -0.10 -0.118 -0.227 

26 Phosalone 0.48 0.527 0.446 

27 Fenarimol 1.15 1.146 0.424 

Test set 

28 Terbufos 0.70 0.439 1.083 

29 Carbofuran 2.50 2.428 2.103 

30 Benfuresate 2.42 2.183 1.913 

31 PCB52 -1.81 -1.398 -1.330 

32 PCB70 -1.39 -1.454 -1.382 

33 2,4'-DDE -0.85 -0.959 -1.248 

34 4,4'DDE -1.40 -1.261 -1.438 

35 PCB149 -2.37 -2.321 -2.325 

36 4,4'DDD -1.05 -1.196 -1.171 

37 Fenpropathrin -0.48 -0.626 -0.066 

38 Tetramethrin 0.26 -0.226 0.375 

ªLogarithm water solubility (mg/l) (25C)

with the structural descriptors.
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METHODS

Stepwise multiple linear regression

The multiple linear regression (MLR) is an exten-
sion of the classical regression method to more than
one dimension[25]. MLR calculates QSPR equation by
performing standard multivariable regression calcula-
tions using multiple variables in a single equation. The
stepwise multiple linear regression is a commonly used
variant of MLR. In this case, also a multiple-term linear
equation is produced, but not all independent variables
are used. Each variable is added to the equation at a
time and a new regression is performed. The new term
is retained only if equation passes a test for significance.
This regression method is especially useful when the
number of variables is large and when the key descrip-
tors are not known[26].

Artificial neural networks

Principles, functioning and applications of artificial
neural networks have been adequately described else-
where[27,28]. A three-layer feed-forward network formed
by one input layer consisting of a number of neurons
equal to the number of descriptors, one output neuron
and a number of hidden units fully connected to both
input and output neurons, were adopted in this study.
The most used learning procedure is based on the back-
propagation algorithm, in which the network reads in-
puts and corresponding outputs from a proper data set
(training set) and iteratively adjusts weights and biases
in order to minimize the error in prediction. To avoid
overtraining and consequent deterioration of its gener-
alization ability, the predictive performance of the net-
work after each weight adjustment is checked on un-
seen data (validation set).

In this work, training gradient descent with momen-
tum is applied and the performance function was the

mean square error (MSE), the average squared error
between the network outputs and the actual output.

Computer hardware and software

All calculations were run on a Pentium IV personal
computer with windows XP as operating system. The
molecular 3D structures of data set were sketched us-
ing hyperchem (ver. 7.1), then each molecule was
�cleaned up� and energy minimization was performed

using geometry. Optimization was done using
semiempirical AM1 (Austin Model) Hamiltonian
method. After optimization, 3D structures with lower
energy conformers obtained by the aforementioned pro-
cedure were fed into dragon (ver. 5.2-2005) and
ChemOffice 2005 molecular modeling software ver. 9,
supplied by Cambridge Software Company, for calcu-
lation of the structural molecular descriptors (constitu-
tional, topological, connectivity, geometrical, getaway,
thermodynamic and charge descriptors) also hyperchem
can calculate several descriptors. Through these de-
scriptors which have values further than 90% zero or
have equal values further than 90% are not useful and
cut. Then Descriptor selection was accomplished by
using Stepwise SPSS (SPSS Ver. 11.5, SPSS Inc.).
other calculations were performed in the MATLAB (ver-
sion 7.0, MathWorks, Inc.) environment.

RESULTS AND DISCUSSION

Experimental data

Water solubility (mg/l)(25C) of 38 compounds in-
cluding pesticides or toxicants were taken from the lit-
erature[29] that shown in TABLE 1. The QSPR models
for the estimation of the Log S

w
 of various compounds

are established in the following five steps: 1) molecular
structure input and generation of the files containing the
chemical structures stored in a computer�readable for-

TABLE 2 : Molecular descriptors employed for the proposed QSPR models

No. Descriptor Notation Type Coefficient 

1 Mean atomic van der waals volume (scaled on carbon atom) Mv Constitutional -11.82915(±3.15366) 

2 Volume Volume Molecular properties -0.00712(±3.28211) 

3 Maximal electrotopological positive variation MAXDP Topological 0.49396(±0.00283) 

4 Superpendentic index SPI Topological -0.00007(±0.18904) 

5 Kier flexibility index PHI Topological 0.17031(±0.00003) 

 Constant   11.56081(±0.15071) 
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mat; 2) quantum mechanics geometry optimization with
a semi�empirical (AM1) method; 3) structural descrip-

tors computation; 4) structural descriptors selection; 5)
structure�Solubility models generation with the multi-

variate methods(ANN,MLR) and statistical analysis.
The data set was divided into two subsets in ANN

and MLR: a training set of 27 compounds and a test set
of 11 compounds.

Descriptors selection

Generally the first step in variables selection is the
calculation of the correlation between variables and with
seeking property. In the present case, to decrease the
redundancy existed in the descriptors data matrix, the
correlations of descriptors with each other and with the
Log S

w
 of the molecules were examined, and descrip-

tors which showed high interrelation (i.e., r>0.9) with
Log S

w
 and low interrelation (i.e., r<0.9) with each other

were detected. For each class of the descriptor just
one of them was kept for construction the final QSPR
model and the rest were deleted. In second step,
Stepwise SPSS was used for variables selection. After
these processing five descriptors were remained, that
keeps most interpretive information for Log S

w
. TABLE

2 shows five descriptors and their coefficients (± confi-

dence interval) that used in MLR method. A correlation

analysis was carried out to evaluate correlations be-
tween selected descriptors with each other and with
Log S

w
 (TABLE 3).

ANN optimization

A three-layer neural network was used and starting
network weights and biases were randomly generated.
Descriptors selected by stepwise method were used as
inputs of network and the signal of the output node rep-
resent the Log S

w
 of pestisides. Thus, this network has

five neurons in input layer and one neuron in output
layer. The network performance was optimized for the
number of neurons in the hidden layer (hnn), the learn-
ing rate (lr) of back-propagation, momentum and the
epoch.As weights and biased are optimized by the back-
propagation iterative procedure, training error typically
decreases, but validation error first decreases and sub-
sequently begins to rise again, revealing a progressive
worsening of generalization ability of the network. Thus
training was stopped when the validation error reaches
a minimum value. TABLE 4 shows the architecture and
specification of the optimized network.

Results of ANN analysis and comparison with
MLR

The QSPR models provided by the optimal ANN

Figure 1 : Plots of predicted Log S
w
 estimated by ANN (a) and

MLR (b) modeling versus experimental Log S
w
 compounds

Figure 2 : Plots of residual versus experimental Log S
w
 in

ANN (a) and MLR (b) models
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and MLR are presented in figure 1a and 1b where com-
puted or predicted Log S

w
 values are plotted against

the corresponding experimental data. Figure 2a and 2b
shows a plot of residuals versus the observed Log S

w

values. The substantial random pattern of this plot indi-
cates that most of the data variance is explained by the
proposed model.

The agreement between computed and observed
values in ANN training and test sets are shown in
TABLE 1. The statistical parameters calculated for the
ANN model are presented in TABLE 5. Goodness of
the ANN-based model is further demonstrated by the
high value of the correlation coefficient R between cal-
culated and observed Log S

w
 values 0.997 and 0.992

for training and test set, respectively.
For comparison, a linear QSPR model relating Log

S
w
 values to the selected descriptors were obtained by

means of MLR method. With the purpose MLR model

built on the same subsets that used in ANN analysis.
Multiple linear regression (MLR) is one of the most
used modeling methods in QSPR. Comparison between
statistical parameters in TABLE 5 reveals that nonlin-
ear ANN model produced better results with good pre-
dictive ability than linear model.

CONCLUSIONS

QSPR analysis was performed on a series of pes-
ticides or toxicants using ANN and MLR methods that
correlate Log S

w
 values of these compound to the their

structural descriptors. According to obtained results it
is concluded that the ANN can be used successfully for
modeling Log S

w
 property of the under study com-

pounds. The statistical parameters of the built QSPR
models were satisfactory which showed the high qual-
ity of the chose descriptors. High correlation coeffi-
cients and low prediction errors obtained confirm good
predictive ability of ANN model. The QSPR models
proposed with the simply calculated molecular descrip-
tors can be used to estimate the water solubility values
for new compounds even in the absence of the stan-
dard candidates.A non-linear modeling approach based
on artificial neural networks allows to significantly im-
prove the performance of the QSPR model.
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