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ABSTRACT
Protein-protein interaction is essential to cellular functions. Knowing the
protein-protein interaction often provides useful clues for finding its
biological function and interaction process with other molecules in a
biological system. In this paper, we describe a simple, novel approach to
improve the accuracy of predicting protein-protein interaction. Here,
dimensionality reduction algorithm is introduced to predict the protein-
protein interaction. Our jackknife test results indicate that it is very promising
to use the dimensionality reduction approaches to cope with complicated
problems in biological systems, such as predicting the protein-protein
interaction.  2013 Trade Science Inc. - INDIA
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INTRODUCTION

Protein�protein interactions (PPI) promise to re-
veal many aspects of the complex regulatory network
underlying cellular function. PPI network is essential to
understand the fundamental processes governing cell
biology. Recently, studying PPI networks becomes
possible due to advances in experimental high through-
put genomics and proteomics technologies. A signifi-
cant amount of experimental PPI network data for sev-
eral organisms has already been generated and stored
in various PPI interaction databases[1]. However, a
majority of these PPI databases such as INTACT (http:/
/www.ebi.ac.uk/intact), BIND (http://binddb.org), DIP
(http://dip.doembi.ucla.edu) and MINT (http://
mint.bio.uniroma2.it/mint) have been curated manually
by domain experts and are far from comprehensive.

Machine learning has been shown to have the potential
to accelerate the mining and curation process of PPI
knowledge[2].

Research in biology and biochemistry has lead to
the discovery of various proteins with unknown func-
tion that seem to play an important role in biological
processes. The accurate annotation of these proteins is
often time consuming but can be aided by knowing the
precise location of the protein�s binding sites and/or its
interacting partners. Since almost all proteins carry out
their diverse functions by specific protein-protein inter-
actions, the identification of these interacting partners is
a wealth of knowledge towards understanding the bio-
chemistry of a particular protein.

Currently the high throughput approach to identify-
ing protein-protein interaction (PPI) is the yeast two-
hybrid experiments[3,4]. Despite of its being high through-
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put, a typical proteomic project can take over a year to
complete and often with noisy or ambiguous data. This
has motivated bioinformatics research to develop com-
putational methods for predicting protein-protein inter-
action, which can then be quickly tested by
coimmunoprecipitation or other related experiments.
In[5,6], methods were developed for predicting the binding
sites exploiting characteristics of the surface residues,
whereas some methods focus on deriving sequence sig-
natures from PPI and use these signatures for predict-
ing PPI[7,8]. In a work by Ben-Hur and Noble, kernel
methods were developed to predict protein-protein in-
teraction using various sources of data.

Protein-protein interactions are central to all aspects
of cellular function including for example gene regula-
tion, immunological recognition and protein synthesis[9].
Hence, identification of binding sites between two in-
teracting proteins is one of basic problems in the re-
search of protein functions. Knowledge of the three-
dimensional (3D) structure of the protein complex pro-
vides much valuable information on the protein binding
site.

Several experimental methods such as X-ray crys-
tallography and NMR can be used to obtain such in-
formation. However, they can not meet the requirements
of proteomics-generated interaction data according to
their current capability for providing such information.
Therefore, computational methods are required to as-
sist the identification of potential binding sites in pro-
teins.

So far a number of computational methods[10] have
been explored for the prediction of interaction sites in
proteins based on the sequence information, 3D struc-
ture information or a combination of 3D structure and
sequence information. Classification methods such as
scoring functions[11], neural network[12], support vector
machine (SVM)[13] and random forest[14] have been
successful applied for predicting binding sites.

In The present study was initiated in an attempt to
propose a completely different approach, the compre-
hensive comparative study of different DR methods in
terms of their ability to predict protein-protein interac-
tion. Moreover, protein sequences are represented by
PSSM (Position-Specific Score Matrix)[15-18] which in-
corporate the evolution information. The result thus ob-
tained is quite encouraging, indicating that the above

approach can also be effectively used to deal with other
complicated biological systems.

METHODS

Dataset

The experimental data in this study were derived
from the dataset used by Liu et al.. This dataset con-
tains 504 protein hetero chains. In addition, we also
adopted their definition of surface residues and inter-
face residues. According to this definition, the dataset
contains surface residues, about 35.05% of which are
interface residues.

Position-specific scoring matrix

In this study, a powerful sequence encoding scheme
PSSM is introduced. It is useful to summarize the main
definitions associated with this method here.

A protein sequence containing N  amino acids can
be represented by a 420-D (Dimensional) vector, i.e.,

PSSM-420 1 2 20 1 2 400
   

T

P  A A A S S S (1)

where the first 20 components are the average scores

of every column in PSSMP  matrix. PSSMP  is shown as

below:
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where i jA represents the score of amino acid residue

at the i -th position of the protein sequence being sub-

stituted to the amino acid type (1 20)j j  during evo-
lution process. Here, the numerical codes 1, 2,�, 20
represent the 20 native amino acid types according to
the alphabetical order of their single-residue codes.

N denotes the length of the protein. In this study, PSSMP

is generated by carrying out PSI-BLAST. This process
will search the Swiss-Prot database through three it-
erations for multiple sequence alignment against the pro-

tein P . Every element in PSSMP was scaled by a stan-

dardization procedure. The compo-
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nents 1S , 2S ,�, 400S  in (1) are obtained by summing

up all rows in the PSSMP , each of which corresponds to

the same amino acid in the primary sequence P . It means

for each column in PSSMP , there are 20 values instead

of N . Hence, we will have a vector of

dimension 20 20 for a PSSMP .

PCA

Principal Components Analysis (PCA) constructs
a low-dimensional representation of the data that de-
scribes as much of the variance in the data as possible.
This is done by finding a linear basis of reduced dimen-
sionality for the data, in which the amount of variance in
the data is maximal[19].

In mathematical terms, PCA attempts to find a lin-

ear mapping M  that maximizes covT
X XM M


, where

covX X  is the covariance matrix of the zero mean data

X . It can be shown that linear mapping is formed by
the d principal eigenvectors of the covariance matrix
of the zero-mean data. Hence, PCA solves the
eigenproblem

cov
X X

M M


 (3)

The eigenproblem is solved for the d principal
eigenvalues . The low-dimensional data representa-

tions iy  of the datapoints ix are computed by mapping

them onto the linear basis M , i.e.,

( )Y X X M  (4)

LDA

Linear Discriminant Analysis (LDA) attempts to
maximize the linear separability between datapoints be-
longing to different classes. In contrast to most other
dimensionality reduction techniques, LDA is a super-
vised technique[19]. LDA finds a linear mapping M  that
maximizes the linear class separability in the low-di-
mensional representation of the data. The criteria that
are used to formulate linear class separability in LDA

are the within-class scatter WS  and the between-class

scatter BS , which are defined as:

cov
c cW c

X Xc

S p


 (5)

covB W
X X

S S


  (6)

where cp  is the class prior of class label c , cov c cX X
 is

the covariance matrix of the zero mean datapoints ix

assigned to class c C , and covX X is the covariance

matrix of the zero mean data X . LDA optimizes the

ratio between the within-class scatter WS  and the be-

tween-class scatter BS  in the low-dimensional repre-

sentation of the data, by finding a linear mapping M that
maximizes the so-called Fisher criterion

( )
T

B

T
W

M S M
M

M S M
  (7)

This maximization can be performed by computing

the d  principal eigenvectors of 1
W BS S . The low-di-

mensional data representation Y of the datapoints in X
can be computed by mapping them onto the linear ba-

sis M , i.e., ( )Y X X M  .

Kernel PCA

Kernel PCA (KPCA) is the reformulation of tradi-
tional linear PCA in a high-dimensional space that is
constructed using a kernel function[19]. Kernel PCA
computes the principal eigenvectors of the kernel ma-
trix, rather than those of the covariance matrix.

The reformulation of traditional PCA in kernel space
is straightforward, since a kernel matrix is similar to the
inproduct of the datapoints in the high-dimensional
space that is constructed using the kernel function. The
application of PCA in kernel space provides Kernel
PCA the property of constructing nonlinear mappings.

Kernel PCA computes the kernel matrix K  of the

datapoints ix . The entries in the kernel matrix are de-

fined by

( , )ij i jk k x x (8)

where k  is a kernel function. Subsequently, the kernel
matrix K  is centered using the following modification
of the entries
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2

1 1 1
ij ij il jl lm

l l lm

k k k k k
n n n

      (9)

The centering operation corresponds to subtract-
ing the mean of the features in traditional PCA. It makes
sure that the features in the high-dimensional space de-
fined by the kernel function are zeromean. Subsequently,

the principal d  eigenvectors iv  of the centered kernel

matrix are computed. It can be shown that the eigen-

vectors of the covariance matrix i are scaled versions

of the eigenvectors of the kernel matrix iv

1
i i

i

v


 (10)

In order to obtain the low-dimensional data repre-
sentation, the data is projected onto the eigenvectors

of the covariance matrix i . The result of the projec-

tion is given by

1 2( , ), ( , ), ..., ( , )j j d j
j j j

Y k x x k x x k x x  
 
 
 
   (11)

Kernel LDA

By introducing a kernel function which corresponds
to the non-linear mapping, all the computation can con-
veniently be carried out in the input space. The prob-
lem can be finally solved as an eigen-decomposition
problem like PCA, LDA and KPCA. From the theory
of reproducing kernel we know that any
solution w F must lie in the span of all training samples

in F . Let  be a nonlinear mapping to some feature
space F . F  we need to maximize[20]

( )
T

B
T

W

w S w
J w

w S w




 (12)

where BS is between-class scatter matrix and WS is

within-class scatter matrix. Therefore we can find an
expansion for wof the form

1

( )
l

i i
i

w x 


 (13)

Using the expansion Eq.13 and the definition of

im we write[20]

1 1

1
( , )

          = M

ill
T i

i j j k
j ki

T
i

w m k x x
l

 



 

 
. (14)

Where we defined 1

1
( ) : ( , )il i

i j j kk
i

M k x x
l 

   and re-

placed the dot products by the kernel function. Now
consider the numerator of Eq.12. Be using the defini-

tion of 
BS  and Eq.14 it can be rewritten as

T T
Bw S w M   (15)

where 
1 2 1 2: ( )( )TM M M M M   . Considering the

denominator, using Eq.13, the definition of im  and a

similar transformation as in Eq.15 we find:
T T

Ww S w N   (16)

Where we set 1,2
: ( 1 ) ,

j

T
j l j jj

N K I K K


  is a

jl l matrix with ( ) : ( , )j
j nm n mK k x x (this is the kernel

matrix for class j ), I is the identity and 1
jl the matrix

with all entries1 jl .

Combining Eq.15 and Eq.16 we can find linear dis-
criminant in F by maximizing

( )
T

T

M
J

N

 


 
  . (17)

This problem can be solved (analogously to the al-
gorithm in the input space) by finding the leading eigen-

vector of 1N M . We will call this approach (nonlinear)
Kernel LDA. The projection of a new pattern x onto
w  is given by

1

( ( )) ( , )
l

i i
i

w x k x x 


  (18)

Thus, using Eq.18 we can map a protein sample
into some high-dimensional feature space as desired.

EXPERIMENTAL RESULTS

The performance of four different DR methods from
the perspective of identifying protein-protein interac-
tion was compared. The accuracy of the low dimen-
sional representations of the high dimensional data ob-
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tained by the different DR methods was evaluated via
KNN[21,22] algorithm. Accordingly, the jackknife test has
been increasingly and widely adopted by investigators[23-

26] to test the power of various predictors. Therefore, in
this study, jackknife test was performed with the cur-
rent approach in predicting the protein-protein interac-
tion.

As shown in Table 1, the overall jackknife success
rates obtained by DR methods in identifying the pro-
tein-protein interaction are higher than the ones obtained
without using linear DR methods. Meantime, it indicates
that supervised DR methods (LDA and KLDA) out-
perform unsupervised DR methods (PCA and KPCA)
and the nonlinear DR methods (KPCA and KLDA)
outperform linear DR methods (PCA and LDA). In
summary, base on the observation, it is concluded that
the overall jackknife success rate with KLDA is the
highest relative to the other DR methods.
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