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ABSTRACT

A method is presented for the assessment of the calibration linein analyti-
cal chemistry. It isbased on acombination of achemometric datainterpre-
tation and a calculation of the minimum standard deviation(STDEV) of
experiments. The more favourable concentration range of linear calibra-
tion could be obtained by iteration. This condition linksthe lower limit of
analysis(LLA) to anupper limit of analysis(lULA), and thus completesthe
statistically appropriate extension of the calibration line. In addition, a
minimum STDEV of measurement was expressed intermsof STDEV ’s on
slope(S,) and on intercept(SB) and the calculation was performed by us-
ing amodified version of thelaw of propagation of errors(LPE). The method
was validated on experiments of gas chromatography(GC), liquid
chromatography(LC), electrochemistry, flow-injection analysis(FIA),
atomic emission spectrometry(AES), flame atomic absorption spectrom-
etry (FAAS) and inductively-coupl ed-plasmamass-spectrometry(ICP-MS).
The comparison of theory with experiments suggests that an appropriate
concentration range of calibration was obtained by iteration when the
intercept decreased to avalue below a factor of two of the corresponding
standard deviation. The proposed method is uncomplicated and facili-
tates the determination of the concentration range of calibration and the
LLA inoneworking operation. © 2008 Trade Sciencelnc. - INDIA
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Although non-linear methodsareavailable2, cali-
bration of anayticd instrumentsismost frequently per-
formed, asto establish aconcentration range of linear
response’®¥. Oneof thereasonsfor the preferenceto
useadtraight lineisrelated to the cal cul ation of uncer-
tainties, whichamplifiesincomplexity if non-linear equa
tionswere applied™. However, non-linear methodsand
thelaboriousca culationsof uncertaintiesmay befacili-
tated by the use of appropriate spreadsheets? that are
accessiblein any anaytical |aboratory. In experiments

wheretheresults need correction for the presence of
interferences, it isimportant to experimentally establish
thelinear range of calibrationfor every single compo-
nent of the matrix. Otherwise, the cal cul ations of ad-
justmentsto concentrations of unknownsfor thepres-
enceof interferencesbecomemathematically complex.

Several methods of linear calibrations have been
promoted by international organisations such as
IUPACH, 1ISO®E, BIPM® and EURACHEM/CITAC
(9, The methodswereformul ated by theequation of a
straight line added to an error function that could be
determined experimentaly"***2, Thecdculaionswere
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performed on the basis of astraight line, and the pre-
dicted uncertainties of concentrationswere evaluated
intermsof the LPE®13%4, |n order to isolatethe con-
centration vaueinthe equation of astraight line, the
resulting equation was earlier denoted astheinverse
equation’®>1¢, By applying the LPE totheinverseequa-
tion, it wasshown that an equation could be obtained?,
which complieswith theequation of uncertaintiesof the
Guideto Uncertaintiesin Measurements(GUM)*. The
parameters of the straight line and the STDEV thus
obtained on responses of blanks(s) wererequired for a
calculation of the LOD™. However, the standard de-
viation onthe dopeof thecdibrationling(S,) and the
dandard deviaiononthei nteroqot(Sﬁ) werenot included
inthecalculation of the LOD but relied entirely onthe
averagevalueof blanks, A 1%

AO + 3‘SA0

LOD(3s) = @

The problem of omitting the standard deviation on
dopeand intercept in the cal culation of theLOD isil-
lustrated infigure 1. Thetwo linesof figure 1 are ap-
parently different because both slopesand intercepts
appear to be different? However, by taking into ac-
count theuncertaintieson dopesandintercepts, thelines
areequa within error. The calibration by analytes®,
may display working curvesof high-precision((x), fig-
ure 1) but alarger spread of data((0), figure 1) ismost
frequently encountered by analysing analytesinama-
trix or by using, e.g., aninjection accessory attached to
the detection unit. In thetentative experiment of figure

Signal

Concentration

Figurel: Twotentative experimentsthat exhibited the
samelimitsof detection(L OD(3s)), accordingtotheclas
sical definition. Thespread of datamay beintroduced by
matrix effectsor by sample-injection accessories. By tak-
ing into account thegeneral level of uncertainty, thetwo
calibration lineswereequal.
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1, thenoiselevd of theinstrument remainsgpprox. un-
altered if an accessory of any typewere applied. Ac-
cording to the definition(eg. 1), the LOD of thetwo
experiments(figure 1) would also beamost the same,
whichisnot reasonableapriori becausethelow preci-
sionresultsexhibit such alarge spread of data. Since
theLOD sgnifiesalower limit, itisrarely accessibleto
anaysis, particularly inthe casewherealarge spread
of dataprevails((0), figure 1). A morepractical limit
could therefore be considered, which takesinto ac-
count al access blestandard deviationsthusproviding
apractical lower concentration that could alwaysbe
monitored at acceptable precision. Thisproblemwas
addressed in the 1S011843-2 standard® where
weighted regressionswas considered and by Huber*®!
who suggested that thelimit of determinationisan un-
necessary concept, when the spread of datawerein-
cludedinthe assessment of theLOD. In most contem-
porary worksof analytical chemistry, acdibrationrange
of linear response was reported but no referencewas
made to the method of determination, asarule. This
observationindicatesthat thereisademand for anun-
complicated method of dataanaysis. The concentra-
tion of maximum linear response and the LOD(eq.1)
areimportant, and both concepts need consideration
becausethefull range of calibrationisrequired for an
estimate of the concentration range of minimum uncer-
tainty. The calibration may beimproved by including
corrdationterms, which dightly reducestheuncertainty
but the procedureisnot strai ghtforward**29,

A method wastherefore devel oped, which enables
theuser to determinethefull rangeof caibration, from
alow concentration(LLA) anduptoalimit(ULA), where
thedeviation of theexperimenta valuesdeviatesignifi-
cantly fromtheposition of thecdibrationline. TheLLA
andthe ULA aredetermined by iteration. The concen-
trationswerethusestimated by usingtheinverserela-
tion(®1518 and the corresponding standard deviations
were calculated by the LPER, excluding correlation
termd®? |t wastherefore suggested that theresponse
of theblank subtracted from al measurementsresulted
inan intercept that ought to be closeto zero or lower
than the concentration of the correspondingLLA. The
method simplified dataanalysisand it was based en-
tirdly onthe standard deviations of measurements, and
it was verified on experiments of awiderange of ex-
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perimenta technologies®-2),
EXPERIMENTAL

Chemicals

The standardswere prepared by dissolution of Sr
(NO,),(Merck p.a), Ba(NO,), (Merck p.a.) and Fe,
(SO,),(Merck p.a.) inMillipore water(Resitivity 18
MQ).

Apparatus

The measurementsof Sr2*, Ba?* and Fe** were per-
formed by using threedifferent modes of an atomic ab-
sorption spectrophotometer(Perkin Elmer M2100).
Strontium wasmeasured in theabsorbance mode at a
wavelength of 460.7nm, dlit width 0.2, air flow of
8.0mL/minand an acetyleneflow of 2.8mL/min. Barium
was monitored inthe emission mode using aflame of
nitrousoxide and acetyleneand amodifier of 0.2%KCl
wherethe element was detected at 553.6 nm.

Iron was measured in the electrothermal AAS
(ETAAS) modeat 248.3 nm using ahollow cathode
lamp(S. & J.Juniper, UK) operated at 30mA and dlit
0.2nm. Aliquots of 20uL were applied tothegraphite
furnace and thetemperature programme of measure-
ment included steps of preheating at 70°C for 10 sec-
onds, drying at 130°C for 10 seconds and 180°C for
20 seconds, pyrolysisat 1400°C for 20 seconds cool-
ingto 20°C for 15 seconds and atomisation at 2400°C
for 5 secondsand, finally, cleaning thetube at 2600°C
for 3 seconds. Theflow rate of argon wasmaintained
at 300mL/min, and amodifier of 0.05M Mg(NO,),
was applied. Great care was exerted, asto ensure ho-
mogeneity and repeatability of all measurementsby us-
ing thesame settingsthroughout.

Strontium wasa so determined by ICP-M S(Perkin-
Elmer, Sciex, ELAN 5000) equipped withacross-flow
nebulizer. The sampleswereaspirated at aflow rate of
1.1mL/min and strontium was analysed by using the
more abundant isotope of 8Sr. The argon flow rate
was0.8L/minandtheauxiliary argon gaswas supplied
at arateof 10L/min.

RESULTSAND DISCUSSION

M easur ement uncer tainty

—= Fyll Poper

Intheuncertainty budget, the standard deviation of
an unknown may be estimated by adding contributions
of standard deviationsof chemicals, glassware, tem-
perature etc., which may be determined separately be-
foremeasurement(*”. Thecdibrationlinemay aso be
used to estimate the standard deviation beforeandysis
and, thus, the prediction of thecalibration linebelongs
to theuncertainty budget. Accordingly, it becomespos-
sibleto predict the standard deviation on asingle de-
termination of an unknown(*7,

If the average concentration of an unknown(c)
were determined by anumber of repetitions(N) that
were cal cul ated by theworking curve, then the experi-
mental standard deviation (S )isfound by:

yb-of @

¢ N-1

Theresult may be compared to the predictions of
the uncertainty budget!*>*314, However, theuncertainty
on asingle measurement of an unknown cannot bede-
termined by eq. 2 but may be predicted from the un-
certainty budget that istreated in further detail in the
following. The corresponding standard deviation(S, )

ontheaverage-responseva uesof theunknown (5 )be-

longsto the uncertai nty budget:
> (A i~ K)Z
sp =1 ©)
N-1

Theresponseof astraight line(A) and concentra-
tion (C) may be characterised by thelinear equation of
dope(a)and intercept(B), which providesthe concen-
tration throughtheinversere ation® 51';

(4)

Theuncertainty(S ) on the concentration of an un-
known may thusbe estimated by applyingto eq. 4 the
L PE1017.1920 However, the STDEV of theunknown
isgenerally overestimated by adding up al the contri-
butionsof theLPE of agtraight line. Itisunlikely that all
theuncertaintiesinvolved inthe L PE smultaneoudy add
tothetotal uncertainty. Itismorelikely that some con-
tributions add to thetota uncertainty and other contri-
butionsdiminishthetotal uncertainty. Inanaogy tothe
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definitionsof egs. 2 and 3, the STDEV of theunknown
may therefore be cal cul ated by an average of the col-
lected contributions. It istherefore proposed that the
uncertainty of chemical experimentsisca culated by the
L PE averaged by the number of termsthat appear in
thefind expressonwiththesubtraction of unity, that is,
inthecaseof agtraight ling;(N,, -1)=2:

(25 ) +(%s ) +(2s)
_Jlaa™ B’ da * ®)
¢ 2

Inthe conventional version of the L PE, the uncer-
tainty becomesoverestimated becaused | contributions
add up, which only represent one out of elght possible
combinations. Sincethe LPE containsthe uncertainty
contributions squared, the only viable method, asto
correct for the possible combinations of positiveand
negative contributionsto thetota uncertainty, isby av-
eraging. Equation 5 may be evaluated and smplified,
which providesan expression of theabsolute-standard
deviation of an unknown, and it depends on concentra-
tionwithinthelinear range of responses®19;

1 \/s,i +54 +(5-sa)2
S i I w7 6)
o 2

The equation(eg. 6) shows, contrary to eg. 2, that
aSTDEV isdefined for asingle measurement of the
unknown, i.e., when S,=0. Thecdculdionof S ismore
conveniently caculated by eq. 6, which containsinfor-
mation onthe standard deviationsof theworking curve.
Inearlier publications, thesignificance of S, (eq. 6) was
not discussed in greater detail®9, |t doesdepend on
concentration however, and the precise rel ation may
differ between andytica technologies. Divison of eq. 6
by concentration providesthe RSD:

C

C o-C 2
Inegs. 5-7 thenumber of measurementsof thecdi-
brationlineand thenumber of repetitionsenter theequa-
tionshbythecdculationof S,, S, S,. Similarly, thestan-
darddevitiononthesignd, S,, containsthe number of
repetitionsaccordingto eq. 3. Equation 7 wasderived,
by definition, on the assumption of zero uncertainty on

standards; thiscondition was most frequently fulfilled

se 1 .\/si+s§+(5-sa>2 @
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because standards were prepared by dilution of high-
purity stock solutions, with RSD’s of dilution less than
0.5%. However, if many standards and less accurate
means of dilution were applied to the calibration, the
STDEV on concentration of standards might add con-
Sderably totheoverdl STDEV of measurement(eg. 6).

Limitsof analysis

Sincethe STDEV dependson concentration*-17281,
itisworthwhileto consider the valueat the extremes.
TheSTDEV of egs. 6,7 may be compared to the mea-
surement error of the [IUPAC convention!” with the
exception, however, that the STDEV needsto be con-
verted to the corresponding confidencelevels, which
relatesthedistribution of STDEV ’s to the normal dis-
tribution. In egs. 6,7, it may be noted that the RSD
approaches the RSD on the Slope, at very high con-
centrations, that is, it becomes independent of the
STDEV ontheintercept, S;:

S, JSa. +S5
when ypascss Y P (8)

a2 s

which expressesthat at very high concentrations,
the RSD becomes constant, and thusindependent of
the concentration(c), which occurs when the concen-
trationisclosetothe ULA. TheRSD at very low con-
centrations gpproachestherational function(eg. 9):

Sc
C

2, 2
S, L . [%A*S

= — —>oWwhenc—o0 9
Cc a-C

Thus, theinfluence of the standard deviation onthe
slope, Sa., diminishes at low concentrations, which
seems reasonabl e because the slope is not properly
defined withinthenoiselevel and beow theLLA of the
measurement. Further, accordingto eg. 9, the RSD on
ameasurement of an unknown approachesinfinity, as
the concentration approaches zero. The determination
of A (eg. 1) may resultinsmall negativevalues, which
leadsto alower value of theLLA, ascompared tothe
value obtai ned by only considering theterm that con-
tainsthestandard deviation (3-S). Thisisanother fea-
ture of theconventional LOD of eg. 1, whichisincon-
venient. It may thus be proposed that an LLA based
entirely on standard deviations would be the more
comprehensi bleapproach.

Minimum accessibleconcentration
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Inredity, dl cdibrationlinesare gpproximationsto
acurvethatisnot linear within thefull range of concen-
trationd?”. Thisnon-linear behaviour isobservedin
mog andytica methodssuch ase ectrochemidry, atomic
absorption spectrometry, mass spectrometry and UV-
VIS spectrometry. Therefore, the samples must be di-
luted, asto enter thelinear range of responsesthat pro-
videstheminimumintercept. Thesecond derationsabout
theintercept lead to the determination of an appropri-
atevalueof theLLA.

At zero concentration, the signal reaches acon-
stant valuethat according to eg. 6 leadsto aminimum
STDEV on concentration:

2 2
/s +5
Scozi' % at c=0
(04

This equation(eg. 10) correspondsto eg. 1 with
thedifference; however, that eq. 10 containsinforma-
tion on the actual appearance of the calibration
results(figure 1) including both information on
blanks(S, ) and on the spread of data by the param-
eter S;. Thus, eg. 10 representsaminimum accessible
concentration; whereasthe conventiona LOD of eg. 1
correspondsto alimit that isdefined by theinstrument
noiseleve and by thedope. In contrary to the conven-
tional LOD(eg. 1), the RSD on the concentration(eq.
8) cannot reach values bel ow the RSD on the slope.
Thevauesof S, and S;may becalculated by using a
spreadsheet andthevaueof S, jiscalculated by using
eg. 3. At zero concentration, thevauesof S, and S;
arenot equal because S, | isdetermined by anumber
of blankswhile SB originatesfrom thedistribution of
dataaround thecalibration line. Accordingly, theLLA
of the present method always exceedsthevaueof the
conventional LOD.

Correspondencewith empirical relation

(10)

Experimentshave earlier shown that standard de-
viationsof unknownsfollow agenerd trend. Thistrend
correspondstotheempirical relation of the Eurachem
Guide'?, where the absol ute standard deviation obeys
theequation:

o [2,.2 2
SC~ K1+K2‘C

whichisapproximately linear a small concentrations(K |
andK areconstants). In addition, it was noted that the

(1)

—= Fyll Poper

empirica relationisidentica totheresultsof the present
method(eq. 7) if thedependence on S, were constant:

2,2 2
Sa +S S

k=" and xki=—" (12)
2-q 2.0,

Theresultsof eg. 12 thusstrongly indicatethat cor-
relationswerenot usualy identified, that is, atentative
correlaionterm of eg. 12 waslesssignificant and there-
forenot recognisedintheempirica relation of eg. 1119,
Accordingly, theLPE(eqg. 5) seemsto provideastraight-
forward explanation of the expression given by the
empirica equation(eq. 11). However, theresultsof eg.
12 areonly validif thevalueof S, isvery smal, if it
dependsweakly on concentration or if it were propor-
tional to the concentration squared. Thedetailsof this
potentia dependence thus need further attention but
much dataof severa methodsisrequiredfor areliable
edimate.

Validation

Inorder to demondratetheversdility of themethod,
it wastested on anumber of different calibrationsand
on data published earlier??, Before the datawere
subjectedtotheanalysis, four stepsof calibration were
observed:

Thecdlibration lineextendsfrom the concentration
of the LLA(eg. 10) and up to concentrations(ULA)
wherethedatadiffer sgnificantly fromthesraight line.

If theblank of the calibration standardsweredis-
playingasignd, it constituted abackground valuethat
should subsequently be subtracted from al responses
measured. Someinstruments, e.g. UV-VIS spectrom-
eters, were zeroed before measurement. Other instru-
ments, such aspotentiometersand mass-spectrometers,
providean eectrochemica potentid differenceof zero
concentration or acount number of zero concentration,
respectively, that may be subtracted from al standards
and samples. Subtraction of abackground valuefrom
the standards may accidentally lead to negativeva ues
but thisfrequently indicatesthat the concentration of
theanaytefalsbelow the LLAM, Thus, if theinstru-
ment were operated with standards below the LLA of
the method, then both negative and positive val ues of
the responses were expected to occur.

The STDEV ontheintercept of thecdibrationline
isakey parameter of the present method. Thecaibra-
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tion linewas determined satisfactorily whentheinter-
cept, asobta ned by astepwisedimination of high con-
centration values, declined below the STDEV onthe
intercept multiplied by afactor of X, that is:
B<X-sg (13)
at theoptimum straight line(x: wholenumber). The
choiceof ‘x’ controls the extension of the calibration
line. Anx-vaueof unity resultsinmany databeing eimi-
nated from the data set and a narrow concentration
rangeof calibration but yieldslow standard deviations.
Conversdly, x-vaueslarger than 1 provideawidecdli-
bration range and higher standard deviations.

No dataoutside thecalibration rangecan bedis-
carded during the measurements. All datamust bere-
tained beforeentering the statistical evauation.

Inthetheoretical section(above) wasonly consid-
ered theexampleof STDEV ’s of a straight line. Any
trendlineother thanthelinear rlationwouldresultina
magnitude of thedeviation that differed from thevaue
givenby eg. 6. Thus, in afirst goproximation, themag-
nitudeof the STDEV of experimenta datathat belongs
to astraight line must follow the prediction of eqg. 6.
Thedistribution of dataaround thestraight lineshould,
for agiven concentration, follow anormal distribution,
andif somesystematic unusud tendency wereobserved
inthedigtribution of data, then thesedatacould beiden-
tifiedinadepiction of thetheoretica STDEV (egs. 6
and 7) vs. observed deviations. Infigure2isshown an
ided distribution of dataaccording to such adepiction,
which representsa2D-normd distribution of detawhere
themgority of datawasl|ocated withinacircleof ra-
diusof oneSTDEV. Unlessahigh number of datawere
appliedto theanaysis, thedistribution of datadid not
follow thedigtribution of figure2, andit would be diffi-
cult toidentify ahigh density of dataaround the centre
of thechart. Deviationsthat exhibit larger valuesthan
those of egs. 6 and 7 may beidentified by theforma-
tion of additional groupings in depictions of this
type(figure 2). These datawere subsequently removed
from thedataset and are-calculation of anew straight
linewithacorresponding distribution of deviationsfol-
lowed. Thisiterative approach wasrepeated until the
characteristic circular pattern of figure2 was obtained.
However, it may bedifficult to estimateby avisud in-
gpection if thedatashould beretained or removed from

Hnalytical CHEMISTRY o
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Figure2: Adepiction of the STDEV of agtraight line(egs.
6 and 7) asafunction of the observed deviationsfromthe
straight lineresultsin a circular pattern of deviations
without groupings. Any deviation from such a grouping
signifiesthat thecorresponding data do not belongtothe
straight line. A homogenouscircular distribution of data
means that the predicted and observed deviations are
uncorrelated.

thedataset for the subsequent iteration. Therefore, the
additiona request of eg. 13wasintroduced. Theinter-
cept of the optimum straight linemust belessthanthe
corresponding valueof the STDEV multiplied by afac-
tor of ‘x’ on the intercept (x-S;)(TABLE 1).

1. Analysisof barium by AES

Infigure3aisdemondgtrated theprincipleof straight-
lineanalysiswhere barium wasanaysed by AES. The
cdibrationlineof thistechniquefrequently producesa
responsethat isnon-linear. A planar distribution of de-
viationswas obtained by cal culating the standard de-
viation of astraight line(egs. 6 and 7) and depicting it
vs. the observed deviation of the datafrom the same
graight line, asshowninfigure 3a(right-hand side). If
the datawere displaying apattern or agrouping, then
some of datamight not bel ong to themodel . Infigure
3ahowever, thedeviaionsareevenly distributed around
acentrevaueand some of the pointsthat deviatefrom
the centre bel ong to pointswithin thecalibration range
of figure 3a. Only dataoutsidethecalibration rangecan
be discarded. Thisimplication must be added to the
condition of theratio between theintercept and slope
being lower than x-S, (eg. 13). Thiscondition ensures
that theintercept equa szero within experimenta error.
Thetheoretical STDEV ’s correspond well to the ob-
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Figure3: Calibration resultsof analysisby threemethodsof analysis. Initial statebeforeeimination of datawith the
cor responding 2D-plot of deviationsdepicted totheright-hand side. (a) I ntensity of emission of Badepicted asafunction
of concentration. An approximatelinear responsewasobser ved. Nodatadiminated(TABLE 1) (b) Deter mination of the
calibration resultsof strontium measurementsobtained by FAAS. Data above 2mg/L eliminated, accordingtothe
condition of eg. 13with x=2. (c) Calibration resultsof strontium measur ementsthat wer e performed by ICP-M S. The
weak curvatureof thecalibration linewasnot significant, and all datawereretained(TABLE 1).

served deviations(figure 3a, eg. 6) withinthecalibra-
tionrange. INTABLE 1isshown that theratio between
intercept and slope was|ower than the corresponding
1.Sy/a, whichisaconfirmation of the correctness of
thecdibrationlineof figure 3awithout eiminating any
data. Thus, inthisparticul ar seriesof experiment, the
intercept wassmaller thanthe STDEV within 1-S;. The
calibration range could extend even further than indi-
cated by theresults of figure 3aand of TABLE 1 but
thesedatawere not reported inthis particular example.
Thus, the concentrationsof calibration extendsfrom 2
ug/L(atthe LLA) and upto 50 pg/L(at the ULA), as
showninTABLE 1. Theminimum RSD wascd culated
as 11%(TABLE 1). Thus, under no circumstances, an
RSD lessthan 11% on ameasurement of an unknown
could be obtained by this particul ar experiment.

2.Analysisof strontium by FAAS

Inasecond experiment, the concentration of stron-
tiumionsweredetermined by FAAS, and the distribu-
tion wasinvestigated of spread of dataaround thecali-
bration line. As opposed to the barium calibrations of
figure 3a, repetitionswereincluded, asshowninfigure
3b. Thegenerd trend of theresponsevs. concentration
islinear andthedistance of datafrom theworking curve

increases asafunction of concentration. Sincealarge
number of measurementswere performed inthispar-
ticular experiment, thedistribution of deviationg(figure
3b) followstheexpected dmost circular pattern(figure
2). Thedistribution of deviationsshowsthat all data
bel ong to the same group and the plot impliesthat no
data should be removed from the data set. However,
the application of the condition given by eg. 13 results
in the removal of data above 2mg/L, as shown in
TABLE 1. Thedatawereremoved iteratively by first
eliminating thedataof 5mg/L and subsequently re-cal-
culatinganew cdibration line, and continuing until the
condition of eq. 13 wasfulfilled. Thus, thelinear range
of figure 3bwasreduced fromtheinitia 5mg/L toonly
2mg/L withx=2, whichisaresult of adight curvature
of theoriginal dataand the spread of dataaround the
line. If avalue of x=1 was chosen asthe condition for
stop of iteration, the calibration range narrowed to 1
mg/L andthe LLA would belower(TABLE 1).

3.Analysisof strontium by ICP-M S

Inathird seriesof experiments, calibration data of
strontium was obtained by |CP-M Swhererepetitions
wereomitted, however(figure 3c, TABEL 1) asignifi-
cant curvature of the datawas observed. The pattern
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Figure4: Determination of thecalibration linein experimentsof determination of iron by ETAAS. Alargenumber of
measur ementswer eper formed under equal conditionsand no outlier swereeliminated. (a) Thefirg iteration showsa
lack of complianceto stipulated conditionsand experimentsdeviatesignificantly from linearity. (b) Thesecond itera-
tion also exhibitsa poor correspondencewith linearity and a grouping of dataisseenin thelower part of theplot of
STDDEV’s. (c) Thethird iteration providesthefinal calibration lineof experimentswith an almost cir cular distribution
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of STDDEV’sand all conditionsfulfilled(TABLE 1).

of STDEV ’s in figure 3¢ correspondingly exhibits a ran-
domdistribution, half circular, whereno outlierswere
detected. Most likely, thecalibration line of Sr-deter-
mination by ICP-M S does extend further than the cali-
bration range of 28-500ug/L(TABLE 1) withthe con-
dition of 3-S; but inthe present series of experiments
no datawere availablethat could prove such an expec-
tation. In thisexample, the condition of 1.S; or 3-S;,
i.e.x=1or x=3(eg. 13), weretheonly optionsfor de-
termination of the calibration range, owingto thelim-
ited number of dataavailabletotheanayss. Thepresent
method merely comments on the data obtained by an
actual experiment and it doesnot imposeany modd on
thedataother than alinear relation. Accordingto this
particular calibration, theapparent curvaturewasinsg-
nificant for linear calibrations, asevidenced by there-
sultsof figure3 and of TABLE 1.

4.Analysisof iron by ETAAS

Inafourth seriesof experiments, iron specieswere
determined by ETAAS over awiderange of concen-
trationsand applying many repetitionswithintherange
of concentrations where a linear response was ex-

pected. Inorder to demonstratethelack of dependence
on concentration at concentrations above the detectors
threshold value, additional datawere measured at high
concentrations(figure4a). Inthefirst iteration of fitting
astraight line to the data of figure 4a, arather poor
correspondence was obtained, asidentified by ahigh
vaueof theLLA(TABLE 1) and the obviousgrouping
of dataobserved inthe STDEV plot of figure4a. In
addition, thevalue of SP issmaller than thevalue of
B(TABLE1). By discarding thesignificant outliersthat
belong to the upper-half areaof the STDEV plot of
figure4a, the second iteration providesanew plot with
yet another grouping of data, as shown infigure 4b.
After thisseconditeration, thedatastill donot fittoa
linear response, as identified by the parameters of
TABLE 1 and the grouping of datain figure4b. Ac-
cordingtotheplot of STDEV ’s(figure 4b), the more
natural choiceisto eiminatethedatain the upper-half
areaat standard deviations higher than 20ug/L. The
following stepfinaisestheiterationsand theresulting
cdibrationlinefulfilsal therequired conditions, asshown
infigure4candin TABLE 1. Thus, thisparticul ar ex-
ample demonstratesthat, although the calibration con-

Hnalytical CHEMISTRY o
A Tndéan W



ACAIJ, 7(1) January 200

Jens E.T.Andersen 9

tained alargenumber of data, only avery limited num-
ber of iterationswererequired, asto obtain the statisti-
cally correct caibration range of concentrations. The
present method was not gpplicableto theidentification
of outlierswithinthe cdibration range becausedl data
were maintained within thelinear range of calibration.
Themethod merdy identified the concentration where
thedatastarted to deviate Significantly fromlinearity at
high concentrations.

5.Analysisof literatureinvestigations

A detalled analysisof calibration resultsin novel
proceduresof analytica chemistry arerarely printedin
contemporary literature becausethey are considered
to be of minor interest to the reader. However, when
thecondition for determination of thecdibration range
isnot copied inthetext, it may, in some cases, seem
established smply from amatter of judgement not an-
chored in gtatistics. Janos et d 1> commentson these
problemsand attempts severd approachesto the cali-

—= Fyll Poper

bration problem. Their resultswere based on calibra-
tionsof alow number of measurements, whichwasaso
truefor anumber of other publicationswherecalibra-
tion resultswere carefully reproduced and di scussed
(21-25], By using thedataof theliteraturé?-, themethod
outlined above could bevalidated on varioustechnolo-
giesincluding, gaschromatography(GC), liquid chroma
tography(L C), e ectrochemistry, flow-injection anay-
sis(FIA) and atomic absorption spectrometry (AAYS).
Similar totheresultsof figure 1 and 3, the number of
measurementswaslow but the method a so applied to
theseresults. Only in afew instances, the ULA was
reported, asshowninthecolumnwith heading 3-S;in
TABLE 1. The LOD was more frequently reported,

and it was determined according to the conventional

procedure(eq. 1). InTABLE 1 all columnsareindi-
cated by 1.S;, 2.S; and 3.S;, which indicates the re-
spective condition applied to the acceptanceor rejec-

tion of thecdibrationlineduringiterations. A condition
of 3.5 imposed asacondition to the determination of

TABLE 1: Resultsof thedeter mination of linear rangeof calibr ation that wasdefined by theL L A(eg. 10) and by theULA. The
most favour ablevalueof x(eg. 13) that provided thewider rangeof calibr ation wasestimated by applyingthemethod toworking
curvesof theliteratureand toresultsof the present wor k(seetext)

RSD at
LLA | Blad ULA ULA(%)
Reference M easur eand M ethod Units N 1.§ 2§ 3§ 1S 25 35 1S 25 3S 152535
Gas
21/rep0rtedTetr<';1ethyIIeadChrom atography ug/lL 8 - - 1 - - - - - 1000 - - -
21/present Gas
method Tetrae{hy”eadchromatography ug/L 8 064 14 - 06 21 - 20 100 - 3 3 -
. Liquid
22/reported Leukotrienes chromatography ngmL 6 - - 0.2 - - - - - i - - -
22/present . Liquid
method Leukotrienes chromatography ng/mL 6 0.071 0.085 0.25 0.024 0.15 066 05 2 5 13 6 10
23/reported  Glucose ~ Amperometry mM 14 - - 0.2 - - - - - 12 - - -
Zf’g%”t Glucose ~Amperometry mM 14 0.066 0.29 049 0.00480.66 14 12 18 21 07 4 5
24/reported Iron FIA uM 13+ - - - - - - - - - - - -
Zf‘g;ﬁ”t Iron FIA uM 13* 14 28 61 63 79 230 120015002000 2 3 6
Differentia
25/reported  Europium pulse mmol/L 8 - - 0014 - - - - - - - - -
polarography
25 /oresent Differentia
mzth od Europium pulse mmol/L 8 0.00450.00570.00710.00350.0110.0220.0750.1250.175 8 7 6
polarography
Figure 1 Ba AES pg/L 8 14 - - 06 - - 50 - - 8 - -
Figure 2 Sr FAAS mg/l 73 0.014 0.021 - 0.003 0.03 - 1 2 - 2 2 -
Figure 3 Sr ICP-MS pg/L 11 1.8 - 85 02 - 28 150 - 500 2 - 3
Figure 4 Fe GFAAS pg/L 169 38 50 52 02 50 60 60 100 125 5 6 5

*Average of three repetitions
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theintercept thussignifiesthat arelatively large spread
of datawas allowed to the acceptance of thecalibra-
tionline. Accordingly, awidecdibration rangewasac-
cepted, whichleadsto alow sengtivity andahighvaue
fortheLLA. Conversely, acondition of 1.S;’leads to
anarrow calibration range, and it leadsto ahigh sensi-
tivity andalow vauefor theLLA. Inmost casesfor the
results presented in TABLE 1, the condition of 1-S;
providesan impractica narrow calibration rangethat
requirescareful dilution of samples. Thisdrawback was
eliminated by applyingthecondition of 2-S; tothechoice
of cdibration line, which provided an acceptablerange
of calibrationsand an acceptablelevel of standard de-
viationat ULA(TABLE 1). Thus, ageneral value of
x=2ineg. 13 provides acceptableworking rangesand
LLA’s. The results of TABLE 1 were obtained by elimi-
nating dataoneby one starting from the higher concen-
trations but when avery large number of datawas ap-
pliedtothecdibration(TABLE 1, figure2and 4); more
datacould beidentified for removal by the depiction of
standard deviations(figures 1-4). Although somecdli-
bration dataexhibited alarge spread around the cali-
brationline, the correct calibration linewas obtained
by the first iteration, as seen for the analysis of
tetraethyllead by GC and for the analysis of Sr by
FAAS(TABLE 1). Theoverdl impression of theanaly-
sisof theresults presented in TABLE 1 isthe more
favourable calibration range, thelow LLA’s and the
acceptable RSD at ULA, which were obtained by ap-
plying the condition of 2-S; tothelimit of iterations.
Sincethe condition of 2-S; unambiguously waslinked
to thedetermination of theintercept(eq. 13), theratio
of intercept and dlope could be considered, astobea
measureof theLLA(TABLE 1). Infact, thedefinition
of eg. 6 providesvaluesthat are approximately equa
tothevalueof B/a, whichimpliesthat thislatter quan-
tity could be applied asauseful approximation of the
LLA. It may besupported by assumingthat eg. 13(x=1)
insertedintoeg. 10with S, =S;, which correspondsto
asimilar magnitude of STDEV ’s of blanks and of the
STDEV of theintercept(TABLE 1). Thisdisclosure
further impliesthat the LLA may be determined without
performing measurementsof blanks, whichisan attrac-
tive property of the procedure. Theiterativeeimination
of datathat originatesfromthenon-linear range of con-
centrationsresultsinadopeof theworking curve, which

Hnalytical CHEMISTRY o

further increasesafter continuousiterations. Theitera-
tion hatswhen the condition of eg. 13isfulfilled, which
occurswhentheintercept decreasesto avauecloseto
the magnitude of 2:S. Thus, the correspondence be-
tween LLA and /o isaresult of the curvatureof the
dataand thevaueof B/a dwaysbecomesasmal pos-
tivenumber closetothe LLA. Theconventional defini-
tion of theLOD(eg. 1) considersonly thenoiseleve of
the detector and the dope of thecalibration linewhile
theLLA of the present method includesthegenerd leve
of noisethat resultsfrom variaionscaused by thesample
introduction systemand variationsin chemica reactions
induced by, e.g., asample-introduction accessory. Thus,
ingenera the LLA provideshigher LLA’s and more
realistic limitsof detection, ascompared to thevalues
givenby eg. 1. Thisobservationisaresult of theinstru-
ment accessories|ow influence onthemagnitude of the
noise level on the blanks. In summary, the present
method showsthat the minimum RSD was obtained at
theULA, andthat dl theandytical protocolsexhibited
an average RSD of 4% at the ULA by applying the
conditionof x =2(2-S;, TABLE 1). Smilarly, theRSD
of theLLA(eg. 6) wason average 40%.

3.6 Distribution of data

Accordingtoeg. 6, thecaculationof S_alowsthe
determination of thedistribution function (F(c)) of data
scattering around the calibration line, as represented
by:

f(c)= ¢ x

\/n(SA(E)Z rgrles )

ocz-(c—(_:)2
(SA (6)2 +5g +(E.sa)zj

At agiven absorbance, the average concentration
(c) isSituated at thecdibration lineand it iscal culated

by eg. 4. Thefrequency of dataat thecalibrationlineis
at itsmaximum at zero concentration and decreasesas
afunction of concentration(figure5a). Furthermore, the
width of thedatadistribution increasesasafunction of
concentration, which wasconfirmed experimentaly by
theexperimentsof figures 3,4. Theoverdl influenceon

(14)

exp| —
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Figure5: Evolution of thescattering of data(exemplified
by dataof ETAAS) around thecalibration line, asrepre-
sented by thedigtribution of eg. 14. Thewidth of thedistri-
bution increasesas a function of concentration and the
probability of thedata at thecalibration linedecr eases. (a)
At zer o concentration, thewidth of the data distribution
representsthelL L A(eg. 10). (b) Incrementsof thescatter -
ing of data(eqg. 14) resultsin higher valuesof S, SB, Sa.
Thevalueof S, wasestimated by eqg. 3. Thisresultsina
widedistribution and low occurrenceat thepostion of the
calibration line, as shown by increments of the param-
etersby 100% and by 200% (eg. 14)

thedistribution functionisawidening of thefunction
associ ated with decreasing frequencies(figure5b). In
order to make an acceptable determination of eg. 14, it
isworthwhileto perform athoroughinvestigation of the
calibration line, including one hundred dataor more,
which ensuresthat the law-of-great numbersisobeyed.
It may therefore be suggested that the determination of
thedistribution function of eg. 14 ought to bean intrin-
sic property of any calibration procedure of chemical
andysis. Smilar totheresultsof eg. 12, thedistribution
function(eg. 14) requiresan investigation of the depen-
dence on concentrationof S, .

CONCLUSION

A method of dataandysisispresented that enables
determination of thefull concentration rangeof cdibra-
tionby agdisticd datainterpretation. A minimumvaue
of the expected standard deviation of thestraight line

—= Fyll Poper

wasthusestablished and compared to experiments. By
inspection of adepiction of the STDEV asafunction of
observed deviations, identification wasfacilitated of deta
groups belongingto the straight line. Dataoutside the
prevailing grouping of datawere subsequently removed
by aniterative procedureof fitting sraight linesthat pro-
ceeded until thetwicethevaueof theSTDEV, x=2in
eg. 13, ontheintercept (2-S;) exceeded the value of
theintercept(p). Themethod thuslinkstheLLA tothe
upper limit of anayss(ULA), wherecdibrationisfea
sible. A low number of iterationswasrequired, asto
fulfil the conditions of the method both in calibration
experimentsof small datasetsandin calibration ex-
perimentsof multipledata. Thus, by examining four dif-
ferent experimentsof cdibration, it issuggested that the
method isgenerdly gpplicableto amultitude of andyti-
cal technologies. It isproposed that calibration should
be performed experimentaly by measuring al responses
from zero concentration and up to concentrationswhere
thesignal of the detector saturates. A subsequent data
treatment by the present method then deliversthe sta-
titicaly correct rangeof calibrationsand ahigher vaue
of the LLA, as compared to the conventional LOD.
Themethod providesboththeLLA andthe ULA, which
narrowed therange of calibration but aleviated the ef-
fort of definingthelimits. Inaddition, an asolutemini-
mum value of the standard deviation was assessed,
which stipulatesthetermsof precison. Thevaidation
of the method showed that measurements performed
without includingthe STDEV of an unknown, resulted
INRSD’s of approx. 4%. Thus, the demand for a pre-
diction of the uncertainty on asingle measurement, ac-
cording to the BIPM philosophy!*”, may be provided
by an evaluation of the standard solutionsof agiven
cdibration. Insummary, thefollowing scheduleispro-
posed for theexperimentsof calibration:

1. Preparestandard solutionsof theandytefrom con-
centrations closeto the expected LOD(eg. 1) and
up to concentrationswherethesigna of thedetec-
tor startsto saturate.

2. Perform the measurementsand preparethecali-
brationlinein aspreadsheet(e.g. Excel/tools/data
anaysigregression) that also providesvauesof S,
and S; (eq. 6).

3. Calculate STDEV’s of a straight line(eq. 6) and
depict experimental dataas afunction of corre-
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sponding observed deviationsfromthegraight line.

4. Deetedatafrom thedataset, which exhibitlarge
deviationsfromagrouping(figure2) and belongto
thegroup of high concentrations.

5. Cdculateanew calibration by theremaining data
of the dataset and continue del eting data of high
concentrations and re-cal cul ation of the straight-
lineparametersuntil theconditionisfulfilled, B<2.
Si(eg. 13).

6. TheLLA of themethod isgivenby eqg. 10:

2 2
/s +

7. LLA _1 St
o 2

8. Thedistribution of datascattered around the cali-
bration line as afunction of concentration isesti-
mated by eg. 14.
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