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ABSTRACT

In order to prevent grain mass and quality loss, afast and efficient method
for early detection of insect infestation of grain is urgently needed during
trade and storage. Based on the biophoton analytical technology (BPAT),
thiswork adopted a new method of extracting feature by combining statis-
tical characteristics and histogram distribution. Considering the sample
covariance matrices of any single class could be singular, the feature vec-
tor was compressed by principal component analysis (PCA) and given as
inputsto classifiersfor the identification of uninfested wheat and infested
wheat, such aslinear discriminant analysis (LDA), quadratic discriminant
analysis (QDA), mahalanobis and linear support vector machines (linear
SVM). For further improving the classification accuracy, regularized dis-
criminant analysis (RDA) was presented to optimize QDA and mahalanobis

algorithms. The results proved that the proposed method is workable.
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INTRODUCTION

According tothe FAO’s survey, the losses caused
by stored grain pests in 50 countries reach the total
yield of 5% to 10%, even as high as 30%. One of the
most seriouspestsendangering thesafety of soredgrain
in Chinais Stophiluszeamais. Thegrain damagerate
of Stophiluszeamaisis~25.7%, the actual lossrate
isupto 5.65%2. In order to control pestsaccurately
inthetime, anice early detection method of hiddenin-
sect in bulk grain can helpto reducetheloss of stored
grain. At present, the detection methodsincludetradi-
tiond detection method®, chemica detection method
and new nondestructivetesting method such asmicro-
waveradar method®, acoustic method® and the near

infrared spectroscopy!”. Traditiona methodsare com-
plicated operation and poor accuracy; Chemical de-
tection methods do not bel ong to the green nondestruc-
tivetesting, whichisnot guaranteed red timeand diffi-
cult to control costsdueto chemical substancesinvolved.
Existing non-destructivetesting methodsin early grow-
ing stage (especidly egg stage) isinefficient or relatively
lagged. The presentation of BPAT providesanove idea
inthedetection of hiddeninsects. Compared withthe
other methods, BPAT can offer thewholeinformation
on theorganism changes caused by variousinternd sta-
tionsor environmentd impacts.

Biologicd ultraweek luminescence (UWL) isacom-
mon phenomenonin nature, existingin avariety of ani-
mas, plantsand microorganismg?®. Biologica ultrawesk
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|uminescence can be broadly classified into two types:
spontaneous|uminescence (SL) and delayed lumines-
cence”.

The study focused on designing classifiers. Whesat
kernelsand Stophilus zeamai swere used asresearch
objects. Based on the self-illumination characteristics
of uninfested wheat and infested wheat, grain charac-
teristic vector (GCV) was constructed by analyzing
extracted the histogram feature'® and statistical char-
acteristic values such as mean, variance. Then GCV
wasputintodassifiers(LDAM, QDA™ Mahdanobis,
Linear SVM). The proposed model was non-destruc-
tive and accurate detection methods, which provides
scientific and reliable basisfor management decisions
of stored graininsects.

EXPERIMENTAL MODEL

Sampletesting

Wheat kernels (Zheng Mai 7698) harvested in
2013 wereused. Thekerne swerewashed threetimes
by distilled water and placed inthedrying ovento dry
until the moisture content of kernels was up to
(13.740.2) %. Then they were kept in athermostatic
box at atemperature of 28°C.

(a) Samplepreparation

Part of wheat kernels were taken out from the
thermostatic box for infectioustreatment. 20 adults
(Stophilus zeamais) and 20g kernelswere putin a
small airtight container (28°C). Two days|ater, the

adults were picked out and the kernels contained
Stophilus zeamais of egg stage, which were chosen
asinfested samples.

(b) Testing

Before UML wasmeasured, the BPCL should be
open. High voltage wasregulated to 1030V and mea-
surement chamber was controlled at 28°C (the opti-
mum temperaturefor Stophiluszeamaisgrowth). The
BPCL should be preheated 30 minin order to make
the bottom reach steady state.

Kernel swereweighed with accuracy to amass of
one grain, so that they obtained a mean mass of
5.602+0.0239. To avoid recording thelight-induced
luminescence from prepared samples of kernels, they
werekept for 30min in complete darkness prior tothe
start of UML detection. Laboratory gpparatusisshown
inFigure 1. Themeasurement timewas 1800sand the
interval was set to 1sin measuring software (Figure
1.1). Inorder to avoid theimpact of external factorson
themeasurementsof UML, measurement chamber (Fig-
ure1.2) andsignd anayzer host (Figure 1.3) should be
kept in complete darkness, and |aboratory tempera-
turewas controlled at (20+1) °C.

The background noise would be automatically
subtracted by theinstrument after the measurement
of UML. Dueto the counted random datafrom 201s
to 1224s with stability, each sample would select
spontaneous photon counts between 201 sto 1224
s. The spontaneous biophoton emission curve of
wheat kernelsin Figure 2 fluctuates significantly—

[

1. Measuring software, 2. Measuring chamber, 3. Signal analyzer host, 4. Data processing system
Figurel: Laboratory apparatus
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besidestheinfluence of machinenoise, it is specu-
lated that the interaction between internal metabo-
lism of wheat kernelsproduces different photon emis-
songgnals.

Featureextraction
(a) Histogram featureextraction

When data of sampleswere described using fre-
quency distribution histogramg™?, appropriate group-
ing and gatisticwould make datadistribution morecl e=r.
By analysis, it was proper that the date of each sample

wasdividedintothirteen groupsif themagnitudeof class
interva was 5. Owing to the negeativein photonscounts
after subtracting the background was classified aszero,
it would not becountedinfirst group. Thethirteenval-
ueswere selected aspart of theeigenvalues. InFigure
3, thefrequency of uninfested wheat fallinginthere-
gionof 5, 10, 15, 20isrd atively more than uninfested
wheat. However, the spontaneous photon counts of
uninfested wheat falingintheregion of 40, 45, 50, 55,
60, 65 wereamost zero, and photon counts of infested
wheat wererdatively large.
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Figure?2: The spontaneousbiophoton emission cur ve of wheat ker nels—the abscissaistimeand thevertical coordinateis
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(b) Satistical featureextraction

Thegtatistica characteristic valuesof each sample
werecal cul ated respectively, including mean, variance,
median, quartile, mean difference, discrete coefficient,
skewness, kurtoss, atotal of eight characteristics.

(c) Composition grain featur e vector

Eight statistical characteristicsand thirteen histo-
gram featureswerecombined toform GCV astheim-
port of theclassifiers.

Modeling

Congdering that small sample could causethesin-
gularity and instability of covariance matricesof any
single class, the PCA was performed for GCV419,
Thenfour classsifiers(LDA, QDA, Mahdanobis, lin-
ear SVM) were adopted to identify uninfested wheat
andinfested wheat. Meanwhile, RDA® was presented
to improve the classification accuracy of QDA and
Mahal anobis (the GCV without compressed by PCA).
Theoptima classifier was selected by comparing their
recognition rates.

(a) Datadimension reduction

PCA isamultivariate statistical method whichin-
vestigates correl ation between multiple variables, to
study how to revedl theinterna structure between mul-
tiplevariablesby afew principa components. That is,
afew principa componentsderived fromtheorigina
variablesaremadeto keep theinformation of original
variablesas much as possible and unrelated to one an-
other.

(b) Classification algorithms

Thetasksof discriminant analysisareto minimize
mig udgment obj ects by establishing a better discrimi-
nant function according to theavailable samplesclass-
fied clear—for a given sample, the classifier can judge
whichoverdl it camefrom.
(1) LDA

LDA mainly makeshigh-dimensiona patterns of
sampl es project the best identification vector spaceto
achievetheeffect of extracting classificationinforma
tion and compressing feature space dimension. After
the projection, model sample hasthelargest distance
between classes and the small est distance withinthe
classinthe new subspaces. Thediscriminant function
of LDA isshownat Eq. (1). It selects® which makes J
(@) reach maximum as projection direction.

P'SD
'SP

J(@)= )

S=D0-9G-J o

5= Y U-x)U-x)

=1 % cdass

3

® is n column vector and S, isbetween-class scat-
ter matrix (Eq. (2)). S, iswithin-class scatter matrix
(Eqg. (3)). Theu, is sample mean of the classiand u is
theoverall samplemean. Then showsthe number of
training samplesinclassi, c showsthetota number of
sampleclassesand x. denotesthesamplei.
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(2) QDA

Basaed onhavemastered sampleinformation for any
singleclass, the Bayesian discriminant principleisto
establish discriminant function by suming up the objec-
tiveregularity of classfication. It isdivided into two
classes(LDA and QDA) according to the different or-
dersof discriminant function. Inthe Bayesian decision
theory, the sampleisattributed to classeswiththelarg-
est posterior probability under classesand their prob-
ability distribution have been knownin advance. QDA
assumesthat prior probabilitiesof any classesarethe
same and conditional probability density adoptsthe
normal digtribution.

R DI R IR B
Zi :%i(xj _Q)()ﬁj _L\)T (5)

The QDA isshown at Eq. (4). Thetwo variables,
uandZ,, arebelongtothemaximumlikelihood estima-
tion. Covariance matrix of classi (Z,) isindicated at
Eq. (5). X; denotestraining samplej of classi. Assum-
ingthat thetotad samplescan bedividedintotwo classes,
for any samplex, if g (x)>gj (X), X can beattributed to
theformer.

(3) Mahalanobis

Mahd anobis, acovariancedistance, isan effective
method to calculate the similarity of two unknown
samplesets. Inthe Eq. (6), X and G, denoteasample
set and overdl of any singleclassrespectively.

D(X,G)=/(X—u)"% (X -u) ©)

For therecognition of thetwo classes, overal G1
and G2, agiven sample X isjudged by thediscriminant
rule:if DX, G))<D*(X, G,), X isdeterminedto G, or
itwill beattributedto G,

(4)Linear SVM

SVM makestheinput vector map to ahigh dimen-
sional feature space using akerne function, then con-
structsan optimal hyperplaneto approximate classifi-
catiionfunctioninthespace. TheSVM sdectsC-SVC.
Theloss parameter isset to 5 and kernel function se-
lectslinear kernd function. Theexperimenta datashould
be normalized before processing.

(5) RDA

RDA wasmainly used to settlethesingularity and
instability of classcovariance matrix inthecalculation
of QDA and Mahalanobis. It containscomplex param-
eter L and contraction parameter .

Z;,:(l—i)s +2S

T @—n +4n Y
D ==Y e, ®
S = niz i S:ZiczlniZi

Intheclasscovariancematrix (Eq.(7)), Parameter
vy is adopted to further adjust Eq. (8). P reveals the
dimensionsof the pattern feature subspaceand | ) isthe
unit matrix (P* P). Thevaluesof A and y range from 0
tol.

RESULTSAND DISCUSSION

To verify thevalidity of theseclassfiers, selecting
uninfested wheet andinfested whest (containing insects
for 24-28 days) asthe experimenta samples, including
thetraining samples (thirty groups) and thetest samples
(twenty groups). Inthiswork, algorithmswerewritten
using MATLAB software. Linear SVM wasdesigned
by meansof MATLAB toolbox function, mainlyinduding
training function svmtrain and forecast function
svmpredict.

Theresultsand analysis

When PCA wasappliedtothe GCV, thefirst four
principa componentsweresd ected. Theinclination be-
tween composition 3and 4 islarger than component 4
and 5, and the component 4 can be regarded as the
turning point of the curve (Figure4). By comparing the
cumulativecontributionrate of component 4 (97%) and
component 5 (99%), the component 5 cannot provide
moreinformation. So it was appropriateto compress
thefesturetofour dimensions.

Four classifiers(LDA, QDA, Mahalanobis, linear
SVM) were gpplied totrain and test for samples. Their
classification accuracieswerepresented in TABLE 1.
It was observed that LDA and linear SVM identified
about 90% of kernelsinfested, whichwerehigher than
classification accuracies of QDA (75%) and
M ahdanobis(80%). Moreintuitiveclassfication histo-
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gramwasdisplayedin Figure5. The LDA and linear
SVM classifiers accurately discriminated 90% of
uninfested and 90% of infested kernels. Whereas, QDA
gave aclassification accuracy of 80% and 70% for
uninfested and infested kernel s, Maha anobis classifi-
ersidentified 90% of uninfested and 70% of infested
kerndls. Comprehensive comparisonrevealsthat LDA
and linear SVM classifier is better than QDA and
Mahdanobis, and M ahdanobisrecognitionrateishigher
than QDA.

Resultsshowed thet theclassfication effectsof QDA
and M ahalanobiswererelatively low. For the purpose
of resolving thesingularity and improving identification
accuracy of QDA and Mahalanobis, the class covari-
ance matrix of them could betreated by RDA instead
of PCA. With the change of parameter values (A and
v), the final classification results of RDA were different.
Thedassfication accuraciesof RDA weredemondrated
at TABLE 2. When the complex parameter A and con-
traction parameter y were appropriate, the optimal clas-
sfication resultsof QDA and Maha anobiswereupto
90%.

Discussion
In practice, cons dering the consequences caused

demonstrateshow many groupswere uninfested wheat
in sentenced infested wheat. After the GCV werecom-
passed by PCA, missalarm of LDA and linear SVM
(10%) were much lower than QDA and Mahalanobis
(30%), similar tofalsealarm rate (TABLE 3). While
fasedam of QDA (18.2%) weredightly higher than
M ahalanobis (12.5%), and thel atter classification ac-
curacy wassurpasstheformer inTABLE 1.
Whenthesingularity of classcovariancematrix was
settled by RDA, the classification accuracy wasim-
proved with the highest classification accuracy (90%)
using QDA and Mahalanobisclassifiers, respectively
using the combined featuresinthemodel (TABLE 2).
INTABLE 2and TABLE 4, QDA gaveaclassification
accuracy of 90% with the parameter values (A, y) at
0.1-0.5, themissalarm rate of 0% and falseadarm rate
of 16.7%. When parameter values (A, y) were 0.8, the
classfication accuracy of QDA wasaso 90%, but miss
alarm rate and false alarm rate were 10%. For
Mahd anobisclassfier, withtheparameter vaues (A, y)
ranging from 0.5t0 0.7, thekernelsinfested could be
discriminated with the highest classification accuracies

TABLE 1: Theclassification accuraciesof uninfested wheat
and infested wheat using eigenvector compressed by PCA

Correct Failure

by different dassificationresults, mainlyindudingthat ~ Classfiers o o ) (qroupy  Aceuracy(®)
infested wheat aremistakenfor uninfestedwheat, miss ~ Lpa 18 2 9%
alarm andfalsealarm should betakenintoconsider-  opa 15 5 75
ation™, Missalarm revealshow many infestedwheat ~ mahalanobis 16 4 80
were sentenced to uninfested wheat and falsealarm  Linear sSvm 18 2 9%
100 - OLDA
90 1 M/ =1 — BUDA
8o 4 [ ::E:EE:E: :E:i OMahalanobis
= 70 1 i:f:i%iz':i:i:i il BLlinear SV
~= 60 - 3:3:3%3:3:51:1: :7:3:////:':"::i:l
EERIRNE i :::z:gzzz:::g:;
TP 4D E;fg?ﬁE;E;Ei:i: 51555%55555:2:5
=3 304 [EA A
= 55;55////‘/555555555 :,:,:%:;:;:igi;
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Figure5: Two-way classification accur aciesof uninfested wheat and infested wheat using eigenvector compressed by PCA
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TABLE 2 : The classification accuracies of QDA and
M ahalanobisimproved by RDA

Class covariance matrix treated by RDA (%)
01 02 03 04 05 06 07 08 09
QDA 9O 90 90 90 90 8 84 90 85
Mahalanobis 85 85 8 8 90 8 8 90 85

Ay

TABLE 3: Themissalarmand falsealar m of four classifica-
tion algorithms

Statistics eigenvector compressed by PCA
(%) LDA QDA Mahalanobis Linear SVM

Missalarm 10 30 30 10

False alarm 10 18.2 125 10

TABLE 4 : The missalarm and false alarm of QDA and
M ahalanobisimproved by RDA

Class covariance matrix treated by RDA (A.y)
QDA
0.1-05 0.6-0.7 0.8 09 0.1-04 0.5-0.7 0.8-0.9
Missalam (%) O 10 10 20 20 10 20
Fasedarm (%) 16.7 182 10 111 111 10 111

Statistics

(%) Mahalanobis

of 90%, missdarmrateand fasedarmratewere 10%.
Obvioudly, the classification results of QDA and
Mahalanobis improved by RDA were higher than
treated by PCA.. By the comparison of four classifiers
and considering rd atively high demand for missalarm,
QDA classfier wasfound withthehighest classification
accuracy in discriminating the kernelsinfested when
QDA wasoptimized by RDA with parameter values
(A,y)at0.1-0.5. Meanwhile, the classification result of
Mahalanobis handled by RDA (A, y at 0.5-0.7), was
comparabletotheeffectsof LDA andlinear SVM clas-
sfierstreated by PCA.

CONCLUSION

In the study, spontaneous light photon counts of
uninfested wheat and infested wheat was measured
by instrument (BPCL). Furthermore, the statistical
feature selection and histogram feature extraction are
completed. Thetest resultsindicated that the four
classifierscould automatically determinethekernel's
infested after these eight statistical features (mean,
variance, median, quartiles, mean difference, disper-
sion coefficient, skewness, kurtosis) withthirteen his-
togram featureswere combined. And thekernelsin-

fested wereidentified to be more significant using
QDA with RDA.

Theresultsa so show that the proposed model can
distinguish uninfested and infested whest better. It ben-
efitsfor theearly detection of graininsects, which pro-
videsascientific basisfor taking appropriate action as
possible. However, the classifiers a so can not detect
Stophiluszeamaisof egg stageand larva stage, which
needsfurther research and exploration.
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