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ABSTRACT
In order to prevent grain mass and quality loss, a fast and efficient method
for early detection of insect infestation of grain is urgently needed during
trade and storage. Based on the biophoton analytical technology (BPAT),
this work adopted a new method of extracting feature by combining statis-
tical characteristics and histogram distribution. Considering the sample
covariance matrices of any single class could be singular, the feature vec-
tor was compressed by principal component analysis (PCA) and given as
inputs to classifiers for the identification of uninfested wheat and infested
wheat, such as linear discriminant analysis (LDA), quadratic discriminant
analysis (QDA), mahalanobis and linear support vector machines (linear
SVM). For further improving the classification accuracy, regularized dis-
criminant analysis (RDA) was presented to optimize QDA and mahalanobis
algorithms. The results proved that the proposed method is workable.
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INTRODUCTION

According to the FAO�s survey, the losses caused

by stored grain pests in 50 countries reach the total
yield of 5% to 10%, even as high as 30%. One of the
most serious pests endangering the safety of stored grain
in China is Sitophilus zeamais. The grain damage rate
of Sitophilus zeamais is ~25.7%, the actual loss rate
is up to 5.65%[1,2]. In order to control pests accurately
in the time, a nice early detection method of hidden in-
sect in bulk grain can help to reduce the loss of stored
grain. At present, the detection methods include tradi-
tional detection method[3], chemical detection method[4]

and new nondestructive testing method such as micro-
wave radar method[5], acoustic method[6] and the near

infrared spectroscopy[7]. Traditional methods are com-
plicated operation and poor accuracy; Chemical de-
tection methods do not belong to the green nondestruc-
tive testing, which is not guaranteed real time and diffi-
cult to control costs due to chemical substances involved.
Existing non-destructive testing methods in early grow-
ing stage (especially egg stage) is inefficient or relatively
lagged. The presentation of BPAT provides a novel idea
in the detection of hidden insects. Compared with the
other methods, BPAT can offer the whole information
on the organism changes caused by various internal sta-
tions or environmental impacts.

Biological ultra weak luminescence (UWL) is a com-
mon phenomenon in nature, existing in a variety of ani-
mals, plants and microorganisms[8]. Biological ultra weak
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luminescence can be broadly classified into two types:
spontaneous luminescence (SL) and delayed lumines-
cence[9].

The study focused on designing classifiers. Wheat
kernels and Sitophilus zeamais were used as research
objects. Based on the self-illumination characteristics
of uninfested wheat and infested wheat, grain charac-
teristic vector (GCV) was constructed by analyzing
extracted the histogram feature[10] and statistical char-
acteristic values such as mean, variance. Then GCV
was put into classifiers (LDA[11], QDA[12], Mahalanobis,
Linear SVM). The proposed model was non-destruc-
tive and accurate detection methods, which provides
scientific and reliable basis for management decisions
of stored grain insects.

EXPERIMENTAL MODEL

Sample testing

Wheat kernels (Zheng Mai 7698) harvested in
2013 were used. The kernels were washed three times
by distilled water and placed in the drying oven to dry
until the moisture content of kernels was up to
(13.70.2) %. Then they were kept in a thermostatic
box at a temperature of 28C.

(a) Sample preparation

Part of wheat kernels were taken out from the
thermostatic box for infectious treatment. 20 adults
(Sitophilus zeamais) and 20g kernels were put in a
small airtight container (28C). Two days later, the

adults were picked out and the kernels contained
Sitophilus zeamais of egg stage, which were chosen
as infested samples.

(b) Testing

Before UML was measured, the BPCL should be
open. High voltage was regulated to 1030V and mea-
surement chamber was controlled at 28C (the opti-
mum temperature for Sitophilus zeamais growth). The
BPCL should be preheated 30 min in order to make
the bottom reach steady state.

Kernels were weighed with accuracy to a mass of
one grain, so that they obtained a mean mass of
5.6020.023g. To avoid recording the light-induced
luminescence from prepared samples of kernels, they
were kept for 30min in complete darkness prior to the
start of UML detection. Laboratory apparatus is shown
in Figure 1. The measurement time was 1800s and the
interval was set to 1s in measuring software (Figure
1.1). In order to avoid the impact of external factors on
the measurements of UML, measurement chamber (Fig-
ure 1.2) and signal analyzer host (Figure 1.3) should be
kept in complete darkness, and laboratory tempera-
ture was controlled at (20±1) C.

The background noise would be automatically
subtracted by the instrument after the measurement
of UML. Due to the counted random data from 201s
to 1224s with stability, each sample would select
spontaneous photon counts between 201 s to 1224
s. The spontaneous biophoton emission curve of
wheat kernels in Figure 2 fluctuates significantly�

1. Measuring software, 2. Measuring chamber, 3. Signal analyzer host, 4. Data processing system

Figure 1 : Laboratory apparatus
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besides the influence of machine noise, it is specu-
lated that the interaction between internal metabo-
lism of wheat kernels produces different photon emis-
sion signals.

Feature extraction

(a) Histogram feature extraction

When data of samples were described using fre-
quency distribution histograms[13], appropriate group-
ing and statistic would make data distribution more clear.
By analysis, it was proper that the date of each sample

was divided into thirteen groups if the magnitude of class
interval was 5. Owing to the negative in photons counts
after subtracting the background was classified as zero,
it would not be counted in first group. The thirteen val-
ues were selected as part of the eigenvalues. In Figure
3, the frequency of uninfested wheat falling in the re-
gion of 5, 10, 15, 20 is relatively more than uninfested
wheat. However, the spontaneous photon counts of
uninfested wheat falling in the region of 40, 45, 50, 55,
60, 65 were almost zero, and photon counts of infested
wheat were relatively large.

Figure 3 : The histogram distribution of uninfested wheat and infested wheat

Figure 2 : The spontaneous biophoton emission curve of wheat kernels�the abscissa is time and the vertical coordinate is
spontaneous photon counts
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(b) Statistical feature extraction

The statistical characteristic values of each sample
were calculated respectively, including mean, variance,
median, quartile, mean difference, discrete coefficient,
skewness, kurtosis, a total of eight characteristics.

(c) Composition grain feature vector

Eight statistical characteristics and thirteen histo-
gram features were combined to form GCV as the im-
port of the classifiers.

Modeling

Considering that small sample could cause the sin-
gularity and instability of covariance matrices of any
single class, the PCA was performed for GCV[14,15].
Then four classsifiers (LDA, QDA, Mahalanobis, lin-
ear SVM) were adopted to identify uninfested wheat
and infested wheat. Meanwhile, RDA[16] was presented
to improve the classification accuracy of QDA and
Mahalanobis (the GCV without compressed by PCA).
The optimal classifier was selected by comparing their
recognition rates.

(a) Data dimension reduction

PCA is a multivariate statistical method which in-
vestigates correlation between multiple variables, to
study how to reveal the internal structure between mul-
tiple variables by a few principal components. That is,
a few principal components derived from the original
variables are made to keep the information of original
variables as much as possible and unrelated to one an-
other.

(b) Classification algorithms

The tasks of discriminant analysis are to minimize
misjudgment objects by establishing a better discrimi-

nant function according to the available samples classi-
fied clear�for a given sample, the classifier can judge

which overall it came from.

(1) LDA

LDA mainly makes high-dimensional patterns of
samples project the best identification vector space to
achieve the effect of extracting classification informa-
tion and compressing feature space dimension. After
the projection, model sample has the largest distance
between classes and the smallest distance within the
class in the new subspaces. The discriminant function
of LDA is shown at Eq. (1). It selects Ö which makes J

(Ö) reach maximum as projection direction.
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(2) QDA

Based on have mastered sample information for any
single class, the Bayesian discriminant principle is to
establish discriminant function by suming up the objec-
tive regularity of classification. It is divided into two
classes (LDA and QDA) according to the different or-
ders of discriminant function. In the Bayesian decision
theory, the sample is attributed to classes with the larg-
est posterior probability under classes and their prob-
ability distribution have been known in advance. QDA
assumes that prior probabilities of any classes are the
same and conditional probability density adopts the
normal distribution.
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The QDA is shown at Eq. (4). The two variables,
u
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i
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Eq. (5). x
ij 
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for any sample x, if g

i 
(x)>g

j 
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the former.

(3) Mahalanobis

Mahalanobis, a covariance distance, is an effective
method to calculate the similarity of two unknown
sample sets. In the Eq. (6), X and G

i
 denote a sample

set and overall of any single class respectively.
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For the recognition of the two classes, overall G1
and G2, a given sample X is judged by the discriminant
rule : if D2(X, G

1
)D2(X, G

2
), X is determined to G

1, 
or

it will be attributed to G
2
.

(4) Linear SVM

SVM makes the input vector map to a high dimen-
sional feature space using a kernel function, then con-
structs an optimal hyperplane to approximate classifi-
cation function in the space. The SVM selects C� SVC.

The loss parameter is set to 5 and kernel function se-
lects linear kernel function. The experimental data should
be normalized before processing.

(5) RDA

RDA was mainly used to settle the singularity and
instability of class covariance matrix in the calculation
of QDA and Mahalanobis. It contains complex param-
eter ë and contraction parameter ã.
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In the class covariance matrix (Eq.(7)), Parameter
ã is adopted to further adjust Eq. (8). P reveals the

dimensions of the pattern feature subspace and I
p
 is the

unit matrix (P * P). The values of ë and ã range from 0

to 1.

RESULTS AND DISCUSSION

To verify the validity of these classifiers, selecting
uninfested wheat and infested wheat (containing insects
for 24-28 days) as the experimental samples, including
the training samples (thirty groups) and the test samples
(twenty groups). In this work, algorithms were written
using MATLAB software. Linear SVM was designed
by means of MATLAB toolbox function, mainly including
training function svmtrain and forecast function
svmpredict.

The results and analysis

When PCA was applied to the GCV, the first four
principal components were selected. The inclination be-
tween composition 3 and 4 is larger than component 4
and 5, and the component 4 can be regarded as the
turning point of the curve (Figure 4). By comparing the
cumulative contribution rate of component 4 (97%) and
component 5 (99%), the component 5 cannot provide
more information. So it was appropriate to compress
the feature to four dimensions.

Four classifiers (LDA, QDA, Mahalanobis, linear
SVM) were applied to train and test for samples. Their
classification accuracies were presented in TABLE 1.
It was observed that LDA and linear SVM identified
about 90% of kernels infested, which were higher than
classification accuracies of QDA (75%) and
Mahalanobis (80%). More intuitive classification histo-
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gram was displayed in Figure 5. The LDA and linear
SVM classifiers accurately discriminated 90% of
uninfested and 90% of infested kernels. Whereas, QDA
gave a classification accuracy of 80% and 70% for
uninfested and infested kernels, Mahalanobis classifi-
ers identified 90% of uninfested and 70% of infested
kernels. Comprehensive comparison reveals that LDA
and linear SVM classifier is better than QDA and
Mahalanobis, and Mahalanobis recognition rate is higher
than QDA.

Results showed that the classification effects of QDA
and Mahalanobis were relatively low. For the purpose
of resolving the singularity and improving identification
accuracy of QDA and Mahalanobis, the class covari-
ance matrix of them could be treated by RDA instead
of PCA. With the change of parameter values (ë and

ã), the final classification results of RDA were different.

The classification accuracies of RDA were demonstrated
at TABLE 2. When the complex parameter ë and con-

traction parameter ã were appropriate, the optimal clas-

sification results of QDA and Mahalanobis were up to
90%.

Discussion

In practice, considering the consequences caused
by different classification results, mainly including that
infested wheat are mistaken for uninfested wheat, miss
alarm and false alarm should be taken into consider-
ation[17]. Miss alarm reveals how many infested wheat
were sentenced to uninfested wheat and false alarm

TABLE 1 : The classification accuracies of uninfested wheat
and infested wheat using eigenvector compressed by PCA

Classifiers 
Correct 
(group) 

Failure 
(group) 

Accuracy(%) 

LDA 18 2 90 

QDA 15 5 75 

Mahalanobis 16 4 80 

Linear SVM 18 2 90 

Figure 5 : Two-way classification accuracies of uninfested wheat and infested wheat using eigenvector compressed by PCA

demonstrates how many groups were uninfested wheat
in sentenced infested wheat. After the GCV were com-
passed by PCA, miss alarm of LDA and linear SVM
(10%) were much lower than QDA and Mahalanobis
(30%), similar to false alarm rate (TABLE 3). While
false alarm of QDA (18.2%) were slightly higher than
Mahalanobis (12.5%), and the latter classification ac-
curacy was surpass the former in TABLE 1.

When the singularity of class covariance matrix was
settled by RDA, the classification accuracy was im-
proved with the highest classification accuracy (90%)
using QDA and Mahalanobis classifiers, respectively
using the combined features in the model (TABLE 2).
In TABLE 2 and TABLE 4, QDA gave a classification
accuracy of 90% with the parameter values (ë, ã) at

0.1�0.5, the miss alarm rate of 0% and false alarm rate
of 16.7%. When parameter values (ë, ã) were 0.8, the

classification accuracy of QDA was also 90%, but miss
alarm rate and false alarm rate were 10%. For
Mahalanobis classifier, with the parameter values (ë, ã)
ranging from 0.5 to 0.7, the kernels infested could be
discriminated with the highest classification accuracies
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fested were identified to be more significant using
QDA with RDA.

The results also show that the proposed model can
distinguish uninfested and infested wheat better. It ben-
efits for the early detection of grain insects, which pro-
vides a scientific basis for taking appropriate action as
possible. However, the classifiers also can not detect
Sitophilus zeamais of egg stage and larval stage, which
needs further research and exploration.
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