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ABSTRACT

Computer network is one of the most important equipment in the whole
world, with the gradual and rapid devel opment of its scale, how to manage
and maintai n the computer network isbecoming moreand more complicated.
The network fault diagnosis has become people’s focus. With the
development of artificial intelligence, by introducing neural network
technology into the area of network fault diagnosis, neural network can
bring out its advantages in the fault diagnosis. This article would employ
SOM neural network and BP neural network, the sampleswould be clustered
by using SOM neural network, and the results of the cluster would be put
back into the original samples, whichwould also be set with certain weights,
through the weights’ consistent updating, the convergence speed of BP
neural network can beimproved. Through using LM algorithmto improve
BP neura network and using computer network diagnosis as practical
samplesto simulate and analyze computer, the validity of this method has
been proved, and at the same time building a system of computer network
diagnosis can be very meaningful for theoretical study and practical use.
© 2014 Trade ScienceInc. - INDIA
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RESEARCH BACKGROUND AND CUR-
RENT STATUS

The cons stent devel opment of computer and net-
work technol ogy and application has made peopleto
pay more and moreattention to the safety i ssue of com-
puter system, becauseif once acompany’s computer
system weredestroyed, it would bring huge economic
damageto thiscompany and d so have seriousnegative
effect on daily work and smooth developing. Thisis
why enhancing the safety and mai ntenance of computer
system isone of the most important assignmentsfor
informeatization congtruction. Network fault diagnosisis

away that can maximumly increase network’s utility
time, improvenetwork equipment’s utility ratio, perfor-
mance, quality of service, and safety, it canalsosm-
plify the management of hybrid network environment
and reducethe cost of network operation in order to
prolong the utility timeof network. Theessentid of net-
work fault diagnosisis Pattern Recognition, because of
thecomplication of network equipment and thevariety
of fault forms, the relationship between network fault
symptom set and fault condition setisnot Smply corre-
sponding, whichismorelikeacomplicated nonlinear
mapping. Fault diagnosisisto test the stateinformation
of network equipment when it isworking and pick out
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the symptomsthat can reflect theworking status of net-
work equipment fromdl the coll ected symptoms, based
on these symptoms and other information to identify
equipment’s status, find out the fault part and its cause,
come up with matching solutionsin order tofinishfault
diagnosis. Thepurposeisto judge equipment’s poten-
tid internd faultswhenitisworking, toidentity theleading
fault and thetendency of itsdevel opment and transfor-
mation, to assess equipment’s status, and to anticipate
the state of deterioration trend for medium and long
term. Therefore, the process of fault diagnosiscan be
concluded asthree phases, which aresigna collecting,
symptom extracting, and statusidentification.

After years’ development, the technology of fault
diagnosishasbeen through three phases: Duetosimple
equipment, first phasemostly relied on main expertsor
mai ntenance staffs’ sensory organs, personal experi-
ence and smpleinstrument and worked out well. The
development of sensor technol ogy, dynamictesting tech-
nology and signa anaysistechnol ogy madethefault
diagnosi stechnol ogy go into the second phase, and dll
of thetechnologieshave been widely usedinthemain-
tenance projectsand reliability projects. Intheearly
80s, because equipment become more and morecom-
plicated, intelligent and integrated, traditional fault di-
agnosi stechnology cannot be adopted, withthe devel -
opment of computer technology, artificial intelligence
and especidly the expertssystem, fault diagnosiswent
into thethird phase——the intelligence stage. Intelli-
gent fault diagnosi stechnol ogy includesfuzzy technol-
ogy, Grey Theory (GT), Pattern Recognition (PR), Fault
TreeAnalyss(FTA), Diagnostic Expert Sysem (DES),
and so on. The previousfour technologiesonly used
logicd reasoning knowledgein certainleve and partly
solved some problemsinthe processof diagnosis, such
asfuzzy information, incompleteinformation, fault cat-
egory and fault location; but DES can combinedl other
technologiesand form hybridintelligent fault diagnosis
system by usingitself asaflat. Neural network, which
owns strong ability to adapt and to learn, has been
widely used in many different areas, and been proved
that it can solve many problemsthat traditional method
cannot. Theparticular nonlinear information processing
adaptability of neura network hasovercomethe short-
agesof traditiond artificid intelligenceoningincts, such
as pattern, speech recognition, and unstructured infor-

mation processing, which explainsthereasonit hasbeen
successfully usedin neurd expert system, PR, intelli-
gent control, combinatoria optimization, anticipation,
and other areas. The combination of neural network
and other traditiona wayswould makeartificid intelli-
gence and information processi ng technol ogy devel op

continually. Currently, PR’s main methods for fault di-

agnossindude

1) Statistical classification method. Thismethod ex-
ploitsthedistribution characteristicsof different pat-
terns, which directly uses probability density func-
tion, posterior probability, or indirectly usesabove
theoriesto recogni ze patterns. Statistical classifica
tion method should be divided based on criterion,
whichincludesminimumerror probability criterion
andtheminimum lossof decisonrules.

2) Clugtering classification method. In order toavoid
thedifficulty of estimating probability density, un-
der certain conditions, the sample set can be di-
videdinto severd subsetsbased onthesmilarity of
samples’ space, in which criterion function that shows
thequality of clustersisthelargest one.

3) Fuzzy pattern recognition. Thismethod can solve
the problems of pattern recognition by using the
theory and theway of fuzzy mathemeatic, which can
bevery helpful for the circumstancesthat the tar-
getsof classification recognition and therequired
recognition results havefuzziness. Currently, the
waysof fuzzy pattern recognition aremany, and the
simplest and the most commonly used way isthe
principleof maximum degree of membership.

In our country, many expertsaredoing studieson
therelated areas, and they had made some achieve-
ment. LinJinand Hongca Zhang, whotargeted onthe
complex nonlinear mapping rel ationship between faults
and symptoms, proposed anew diagnosissystem struc-
turemodel. Thismodel employsfuzzy neural network
inorder to get the diagnosismatrix from the previous
datistical diagnosisexamples, by using fuzzy mapping
to deduct and through the deductive conclusion of dy-
namicweight synthesi s, the problem of rules’ orthogo-
naity can be solved, which makediagnosisresultshave
meanings, a thesametimethe problem of rulescollec-
tion and uneasy changing in use can also be solved.
Yongsheng Shi, Yunxue Song conquered the di sadvan-
tage of independently employed BP dgorithm, they im-
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provedit by usng GA dgorithmandbuilt thediagnoss
model based on the GA algorithm and BP neural net-
work. Zhengwu Wang and Rui ping Zhang had made
somethorough studies on the practicability, thebasic
principle, the diagnostic process anaysisand the pa-
rameter optimization process of how to diagnose neu-
ra network faults, and had got someidedlistic diagno-
sisresults. Jingang Feng, Hang Li proposed oneway
that suitsthe remote diagnosis of neura network and
the model that is based on this way, they made the
intelligentize of remote diagnosisto bereal, and they
proved the practicability of thismodel by experiments.
Yong Qi proposed the network diagnosis system based
onthe BP neura network. Therearea so many ques-
tionshavebeen|eftintheareaof studying and design-
ing onthe BP neura network fault diagnosis system,
and doing thesimul ation testing through red examples.

Based on the current application resultsof neura
network infault diagnosis, thisarticleemploys SOM
neura network combined with BP neural network in
order toimprovetheneurd network agorithmand make
practical and smulated work on computer network fault,
which expectsthat through the udies of computer net-
work fault and employing the characteristicsof neural
network for supplying evidence to computer network
diagnosis, the purpose of computer network optimiza:
tion can beachieved.

SOM NEURAL NETWORK CLUSTERING
AND THE UPDATE OF TRAINING SAMPLES

SOM neural network isinvented by Finnish re-
searcher Teuvo Kohonen. Thisnetwork isasef-studying
network that isformed by fully connected neuron ar-
ray. The advantage of SOM network isthat it can be
used on one-dimensional or two dimensiona process-
ing arrays, which candso beused in multi-dimensiond
processing array, becauseit can form the Feature To-
pology Distribution of input Signal sthat can make SOM
network havetheability of picking out the mode char-
acteristics of input signals. SOM network model is
formed by thefollowing four parts:

1) Processingarray. Itisused for receiving eventin-
put and forming the discriminant function of these
ggnds

2) Comparing selection mechanisms. It isused for
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comparing thediscriminant function, and choosing

one processing unit that has the maximum output

vauefunction.

3) Locd interconnect effect. It isused onthe chosen
processing unitsthat are encouraged at the same
time and the nearest processing units.

4) Sdf-adaptiveprocess. It isused for modifying the
parametersof encouraged processing unitsandin-
creasing therinput valueof certaininput of thedis-
criminant functionthat ismatched.

Assuming thenetwork input is x < r, theoutput
neuronisi and the connection weight of input unitis
W e R", then the output neuron j’s output o is:
o =W X . Thenetwork’s practical matched output unit
k , the certainty of thisneuronisgained through the
competition system of winner-take-all, and its output
is 0, =max{o}

Theagorithm processof SOM network studying
IS
1) Initidization. Theconnectionwelghtsthat arefrom

N input neuronsto output neuron aregiven smaler

weights. For example, theset S; of adjacent neu-

rons who contains j output neurons, and S, (0)

means the adjacent neuron set when the neuron j
meansthetimeist =0, meansthe gathering of
adjacent neuronsthat showtimeist.1) The

area S, (t) isbecoming smaller with thetimein-
creasing.

2) Providingthenew input model X.

3) Calculatingthedistanced, , whichisthedistance
between input samplesand each output neuronj:

o, =[x -w] - 3.5 (0-w (0] W

The purposeisto caculatetheneuronj that hasthe
smallest distance, whichisto defineaneuronkin order

to be surethat any j can have d, =min(d, ).

4) Giveacircular neighborhood S, (t).

5) Modifyingtheweight of output neuron j 'sadjacent
neurons.

w; (t+1) =, (8) +77 () % (1) - w; (1) ] )
Here, n isthegain, and it would lower until zero
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with thetime changes, which should be:
7(0)=on(1)- 0.2(1—10?Wj

6) Caculatingtheoutput o, :

o = f (mjin"X -w ||) 3)

Here, is0-1 function or other nonlinear functions.
7) Providing the new studying samplesand repesting

the previous studying process.

Self-organizing feature map model can makethe
s f-organizationfunctionto bered, whichisSOM dus-
tering. Thepurposeof sdf-organizationisto makeneurd
network narrow down to one state through changing
thewe ght coefficient between input and output. Every
timethestudy isenforced, SOM neurd network would
make aself-organization adapting processto theinput
model. The result isto enhance the current model’s
mapping form and weaken previous mode ’s mapping
form.

Using p, asR column vector, which presentsthe
gth couple’s input signal among training sample, and
thereare Q couplestotally: (p,.t, ),
q=12---Q,

SEICHE SRS

pzz(a21,a22,---,a2R,)T

Po = (aoliaoz""’aQRi)T
Inwhich, t, iscolumn vector of s* elements, it
presentsthetraining signal of the qth coupletraining
sample. SOM neurd network can automaticaly cluster
thetraining samples.
Assuming theoutput of neura network after SOM
neura network clusteringis r, , . Itisatypeof fault that

each matching signal in fault diagnosis, so when Q
couplesof training samplescluster, SOM neural net-
work clustering output can actua ly present the certain
classification property of training samples.

The study of thisarticleemploys SOM neural net-
work clustering output can present thecertain classifi-
cation property of training samples, which can match
each sampl€’s matching cluster output add into the origi-

nd training samples, updatetheorigind trainingsamples,
updatetheorigina training samples, forming the new
training samples p;,

q=12-Q,

pl’:(an'aiz'”'-am'rl)T
pé :(azliazz""'azR*rz)T

Po :(aol,an,m,aQR,rQ)T
Building BP neural network model based on tar-

getingonthenew trainingsamples (p;.t,),a=12Q.
Since SOM neural network clustering output r, can
present training samples’ certain classification property,
we can chooseq,,, as a proper larger weight, and

a,,a,, - a, asproper smaler weight. Inthenew train-
ing samples of (p;.t,), ay.a,.a, can beseen as
original training samples, and a,;,a,, -, ax,f, canbe
seen as the data that has equal weights. Assuming
o, =0, =""=0g, and Ro, +ag,, =1. Since
a,=a,==a,=2a,90 a,, =1-a , thenew training
sample p; would bebrought into weightsin order to
get the second updating training samples p;

q=12,--Q,asfollowing:
p = (a’all,a’alz,...,a’am,(l— a’)rl)T

p; = (alazl’ a'a,, valazR-(l_ a’) rz)T

Py = (a’aol, A8y, Aag, (1-a') 1, )T
Inthefollowing weights’ updating would be en-
forced, BP neural network would be built based onthe
updating training samples, and theweightswould be
st differentlyinmultipletraining. Withthesmd ler weight
a’ , thelarger thematchingweight in SOM neura net-
work clustering output r, would be, and thelessthe

training frequency and timeof BP neura network would
be, but because SOM clustering hascertain error, so

whentheresultsof clustering r, havematched with the

welghtsthat aretoo large, thenthe property of theorigi-
na samplescannot befully reflected, and theerror could

s LBioTechnology

An Tudian Yourual



798

FULL PAPER o

Computer network based on improved neural network fault diagnosis research

BTAIJ, 10(4) 2014

belarger too, so after many experimentsthe new way
of weight a, canbegiven:

Sep 1: Assumingtheorigind weightisa’ = a, =1,
andthesmdlest training frequency isN andthesma lest
traningtimeisT.

Step 2: Building BP neural network andtrainit, to
theadvanced given error of neurd network ¢ > 0, if the
actual training frequency N’ andthetrainingtime 1
aresmaller than theadvanced given training frequency
N and thetraining time T, then the wei ght should be
a, =1, andthetraining ends. Otherwisg, it should move
through thestep 3.

Sep3: Assuming

8, =% (n=12-) @

Step 4: Building BP neural network andtrainit, to
theadvanced given error of neurd network ¢ > 0, if the
actual training frequency N’ andthetrainingtime 1
aresmaller than theadvanced given training frequency
N and thetraining time T, then the wei ght should be
a, =1, andthetraining ends. Otherwisg, it should move
back to the step 3 for continuing updates until there-
quirementisfulfilled.

BUILDING BPNEURAL NETWORK MODEL

Inthe processof collecting training samples’ data
with proper weightsby using SOM network, thebuild-
ingand training of BP neurd network isaso happening.

ToQin (p,t,),a=12--Q, building BPneural net-
work, anditsnetwork level areM. Assuming a, isthe

columnvector of s eements, it presentsthe network
output signd of theqth coupleof trainingsamples. The
point of network input isR+ 1, and the point of them
level is sm,m=1,2,---M , S0 the point of output level
should be and R+ 1 should benoted as s°, therefore,
the  network  structure should be
5855 5. >8".

BP neurd network algorithmisvery sengtivewith
network structure, when the more complicated the neu-
ral network structureis, themore capableitisfor solv-
ing nonlinear problems, but thetrainingtimeisa solonger.
If the neural network structureistoo simple, the net-

BioTechnology —

work training would be hard to converge and the con-
vergencetimewould betoolong. Thetopologicd struc-
tureof theneural network isformed by thelevelsof the
network, the number of neuronsin eachlevel and the
connection between neurons. In the structure of BP
network, the number of input neuron and output neu-
ronisdecided by theproblemitsaf. Sothekey point of
designing theBP network structureisto definethenum-
ber of crypticlevelsand theneuronsin crypticlevels.
The sdection of crypticlevel sisbased on thecom-
plexity of problems. According to theresearching stud-
ies, theincreasing number of crypticlevelscan make
theability of network in solving complicated and non-
linear problemsto bebetter, but if the number of cryp-
ticlevel sistoo many, then thetimeof network studying
would be extended. To BP network, based on
Kolmogrov theorem athree-level BP network can com-
pleteany reflection from n dimensionto mdimension,
sojust onecrypticleve fulfillstherequirement. If the
number of cryptic levelsischanged from oneto two,
the accuracy would not be affected too much, but the
network structurewould be more complicated and the
training timewould be extended extremdly.
Theselection of crypticlevels’ number is a very
complicated problem, which hasdirect connectionwith
therequirement of problemsand the number of input
and output neurons, so it would need to be confirmed
based on thedesigner’s experience and multiple ex-
periments, therefore, it doesnot exist oneided andysis
formulato express. Too many crypticlevels’ neurons
would lead to that the studying timeistoolongand the
error would not be certain to be the smallest, which
would also lead to bad fault tolerance and weak gener-
dization, sothereshould be oneexistingnumber of cryp-
ticlevels’ neurons that is the best. There are many meth-
odsto confirm the number of crypticlevels’ neurons,
thisarticleusesthe (5) method to confirm:

n =~+n+m+a ©)
Inwhich, misthe number of output neuronsandn
isthe number of input neurons, a isthe constant be-

tween[1,10].
LM ALGORITHM

In order to increase the convergence speed of BP
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neura network that hasbeen built inthe previous, this
articleuseLM agorithmtoimprove BPagorithm, as-
suming x, isthevector that isformed by the k™ step
updating weight and threshold va ue, the vector after
updatingis, then:

Xa = X TAX ©)
Theerror criterionisused asobjectivefunction:

1 . 2 T
E(x) = 28 (9=¢"(xe(x) ©)

Inwhich, e(x) = (e (x).e,(x),.& (x)) istheer-

ror vector. LM agorithmis:

A% = % =% = ~[H (% )+ 1 ] 37 (% )e(x) (7)
Inwhich, JisE’s Jacobi matrix:

oe(x) d&(x) o (%)

oo ox,

08, (x) 98 (x) 98, (x)

J(x)=| ox %, X,
; S ©)

da () da(x) o9& (X

0%, X, X,

H isE’s approximation matrix of Hesse matrix,

whichis
H (%) =37 (%) I (%) ©)

1, Isaparameter that hasbeen usedinsdethe LM
agorithm andismorethan zero, whichisused for con-
trolling LM agorithm’s updating, | isneuron matrix.

Based onthe previousformula, the concrete steps
of enforcing LM dgorithm areasfollowing:

Step 1: st upthetraining error permissiblevaluee
coefficient y,, 3, and origina weight and threshold
value x,,assumingk=0, = u,;

Step 2: computer network output and error crite-
ron E(x,);

Step 3: cal culating Jacobi matrix J(X);

Step 4: cdceulating Ax;

Step5:if E(x, ) < &, thenit should stop; otherwise,
caculating x, ., asweight and threshold valuevector,
andtheerrorindex E(x,,,);

Step 6: if E(x,,,)<E(x,), then setting them as

————, FyurL PAPER

k =k+1, 4= up , updating weight and threshold value

vector and then returning back to Step 2; otherwise,
do not update weight and threshol d val ue vector, and
setting them as x, = x., u = x4, then return back to
Step 4.

IMPROVING THEAPPLICATION OF NEU-
RAL NETWORK INCOMPUTER NETWORK
FAULT DIAGNOSIS

Inorder to provethevaidity of thisarticle’s algo-
rithminthesmulation studieson computer network fault
diagnosis, it should start withthe SOM neura network
clustering to thedataof thetraining sampl es, then set
up theweight of the cluster’s data and add it into the
samples’ data, modify the weight through continual train-
ing. Thenthroughthe new samples’ data that has been
modified with the best wei ght, the BP neural network
can bebuilt. LM dgorithmisemployedfor training and
smulatingthe BP neural network. Theprocessof train-
ing and simulating can be achieved through
MATLAB7.0fla.

Thereareusudly four reasonsfor the computer net-
work connector fault, B1 connector problem, B2 net-
work fault, B3 the equipment isblocked and B4 com-
muni cation protocol isincompatible, astheoutput point

TABLE 1: Input sample

Al A2 A3 A4 A5
0.14 0.015 0.136 0.824 0.316
0.81 0.673 0.134 0.925 0.020
0.72 0.533 0.344 0.528 0.076
0.33 0.812 0.014 0.812 0.245
0.22 0.124 0.236 0.813 0.713
051 0.231 0.794 0.823 0.313
0.26 0.191 0.011 0.791 0.468
0.23 0.019 0.800 0.760 0.111
041 0.233 0.531 0.885 0.142
0.52 0.561 0.055 0.988 0.252
0.74 0.123 0.562 0.736 0.064
0.80 0.464 0.027 0.693 0.542
0.83 0.548 0.065 0.781 0.071
0.34 0.832 0.136 0.689 0.564
0.52 0.656 0.070 0.846 0.573
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of SOM neura network, thefive statusindications of
MIB-2 secondary connector (A1 connector problem,
A2 input characteristic value, A3 output characteristic
value, A4 network application rateand A5 unknown
agreement rate) can betheinput point of the network.
Thedataof input samplesisshown asthefollowing
TABLEL:

Since SOM neura network is self-study without
teachers, the network would cluster automaticaly. The
elementsof network input vector isfive, andthescale
isbetween [0, 1]. In order to achievethe best cluster-
ing effect, after many timesof neural network training,
the competing level of the network isdesigned asa
4x3 structure. Because the number of training frequency
can affect thenetwork clustering ability, herethe set of
training frequency is 100 times. By using thetraining
function of MATLAB’s neural network toolbox to train
the SOM neural network, with theincreasing of the
training steps, the mapping of neuronsgradually be-
comereasonable. After the network training finished,
theweight should be set too. Afterwards, every time
oneweight isinput, the network would cluster it auto-
matically. Theresultsof dlugteringareshownasTABLE
2

TABLE 2: Output of clusters

sample 1 2 3 4 5 6 7 8 9 10
result 7 6 6 8 7 1 7 4 4 8
sample 11 12 13 14 15
result 2 3 6 5 5

Next modifying weight throughtraining, theerror
should besetinadvanced as . = 102, and theoriginal
weightis a, =1, tothetraining samplesof TABLE 1,
after 2timesmodifying thenew training samplescan be
gained. Because of the new training input samples’
weight is5+1=6, then theinput point of building BP
neura network should be 6, the output point should be
4. Sinceeachindex isdifferent from another, thedis-
tance between each vector’s number of levels is quite
largeintheoriginal samples, inorder to calculateeasly
and avoid part of neuronsreachingther saturation state,
the processing of samples’ input would be normalized.
The network extension complement structure should
betheonewith singlecrypticlevel, after many times
experiments, thecrypticlevel’s neurons should be 12.

Thehyperbolictangent of itstransfer function should
be:
2
f(x)= 1_e
Inwhich, thesmd lest training frequency isN = 120,
thesmallest trainingtimeisT = 0.01, after updating the
weight, theweight is a,, , theactud trainingfrequencyis
N’ , the change of the actual trainingtime 1 can be
seenin TABLE 3. Whentheweight is a,, = 0.0625, the

trainingtimeis T' < 0.01, thetrainingisover.
Setting theerror as ¢ < 0.012, thenthe neural net-

-1 (10)

TABLE 3: Changesof weight, minimum of training times
and minimum of training number

ay 0 05 025 0125 00625 0.03125
N 672 413 220 135 61 40
T 81 65 54 20 0.009 0.008
- Ferfamance is DOTE061Z Goal is 0.01
ERCR k_-"‘_“-‘—————_—_ﬂ__ﬁ__-
% 1o
10.:0 10 20 20 A0 &0 =0v] 70 en ao 100
Srop Traiegy 100 Epochs (a)
- Pedormanse 3 0.00937823, Soalix 0.01
10 r
E ]D-I L
O \\*——\
a M
E 2 T
E 10 -
107
o F 4 -] g8 10 2 4 -] =] 20
‘m 20 Epochs (b)

Figurel: Training of combinearithmeticand original arith-
metic
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work that hasbeen built should betrained by usingtra-
ditional BPadgorithmand LM agorithm separately, the
training process by using original BP neural network
without any improvement isshown asthe (@) diagram
inFigure 1, and thetraining samples processby using

TABLE 4: Emulatesample

the BP neura network that hasbeenimproved by LM
agorithmisshown asthe (b) diagram.

We can seefrom the Figure 1, when thetraining
frequency is100intheorigina neura network, theer-
ror fill haslargedistancewiththeerror 102, andinthe
combine neural network can achievethe convergence
after 20timesof training.

Al A2 A3 Ad AS After thesimulation testing on theneural network
0.24 0.556 0.043 0.785 0.422 that hasbeenfinished thetraining, thedataof thetesting
0.53 0.022 0.234 0.672 0.034 samplesisshown asthefollowing TABLE 4:

0.91 0.134 0.172 0.964 0.087 Theresults, actua faultsand errorsof smulating

0.36 0.082 0.061 0561 0.328 the samplesdataof neural network inTABLE 4 that

054 0.953 0.072 0.987 0.899 has been improved by using SQM method and LM
072 0634 0763 0943 o266  MethodareshownasthefollowingTABLES:

0.13 0.196 0.566 0674 0.305 Based ontheprevioustraining and smulation re-

sultsof neurd network, we can seethat the neural net-

0.22 0.314 0.345 0.655 0.275 work that has beenimproved by using SOM and LM

041 0020 0.781 0.861 0306 canconvergespeedily in the processof fault recogni-

0.54 0.654 0.095 0.975 0124 tion, deduceitstraining frequency substantially, deter-

0.93 0.782 0.034 0.658 0.032 minethefault typecorrectly, and theabsoluteerror never

0.37 0.034 0.342 0.605 0.067 reached 0.1, itsaccuracy isquite high.
TABLE5: Result of emulation, corresponding fault and absoluteerror
Bl B2 B3 B4 corresponding fault absoluteerror

0.0545 0.0288 0.0014 0.9999 B4 0.0001
0.9998 0.0000 0.0000 0.0000 B1 0.0002
0.0000 0.9927 0.0006 0.0051 B2 0.0073
0.0008 0.0000 0.9941 0.0321 B3 0.0059
0.9952 0.0025 0.0114 0.0000 B1 0.0048
0.0001 0.9954 0.0234 0.0041 B2 0.0046
0.9524 0.0123 0.0001 0.0025 B1 0.0476
0.0025 0.0005 0.9999 0.0215 B3 0.0001
0.0235 0.9423 0.0000 0.0095 B2 0.0573
0.0002 0.0025 0.9841 0.0006 B3 0.0159
0.9787 0.0001 0.0021 0.0654 B1 0.0213
0.0002 0.9998 0.0450 0.0000 B2 0.0002

particular recognition of thetraining samples’ actual

CONCLUSION fault types, andit hasquitegood clustering ability. SOM

Thisarticle studied on the computer network fault
diagnosis, and imitating and simul ating the computer
network diagnosisby using SOM and LM. Based on
the SOM neural network isaself-organized network
with no teachersfor competitive studying, the diagno-
sis of computer network fault does not require the

neural network and BP neura network can be united
effectively by using the way of adding weightsand
improving BP neura network with the empl oyment of
LM agorithm. Through the practical examination, it
provesthat this method is accurate, efficient, which
has very high theoretical meanings and application
vaue.
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