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ABSTRACT

ApEn and SampEn arewidely adopted in the Biomedica Signal Processing
in recent years. This paper makes a comparative study on the application
of both in the analysis of EEG data. Theoretically, SampEn has higher
accuracy and needs much less computation time than ApEn. Experiments
based ontwo EEG data sets show that SampEn can better classify different
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emotions and can more accurately distinguish the al coholism from controls
than ApEn. This study indicates that SampEn is more suitable to be used
to analyze EEG datathan ApEn, which hasrelatively high significance for
the quantitative analysisof EEG.  © 2013 Trade ScienceInc. - INDIA

INTRODUCTION

Electroencephd ogram (EEG) isacomplicated bio-
medical signal. Comparing to thetraditiona analysis
methods, nonlinear methodsin EEG dataandysishave
already attracted more attentiong?. In recent years,
some scholars promoted the concept of “Entropy” and
defined them, including the Approximate Entropy
(ApEN)*3, Sample Entropy (SampEn)i*4, Wavel et
Entropy (WE), etc. All these conceptsare widely used
ininformation theory and nonlinear dynamics. Among
these““‘entropy””, ApEn and SampEn aresuitableto ana-
lyze the short data especially and have good robust-
ness. Both areimportant indexesto measure the non-
order of system and the complexity of timeseries, which
areusedwidely inbiomedical signd (e.g. EEG) andy-
Ss.

Atefeh Goshvarpour et a.[M detected in his study
that theApEn of EEG datahad obvious corresponding

vaiationsin different degp stages. Liu et d.[* took the
ApEn of EEG signd asfeature, using KPCA-HMM
(Kernel Principal Component Analysis and Hidden
Markov Mode) to recognize mental fatigue. The accu-
racy can reach to 84%. Although theApEniswidely
used to measurethe complexity of EEG signdls, it till
hasfollowing deficiencies. the gpproximateentropy re-
lated to the datalength and lacksrel ative consistency.
SampEn whichwasintroduced by Richmanisanew
method to measurethe complexity of timeseries. Schol-
arsinvariety of fields made many studiesonthe EEG
data by means of SampEn. Song et al.[*®! proposed an
optimized sampleentropy (O-SampEn) a gorithm by
which the SampEn of EEG signal was calculated and
taken asclassification featurewhichisused toidentify
the epilepsy combined with extremelearning machine
(ELM). Thehighest classification accuracy canreach
t099.00%. Chouvardaet al . studied sleep EEG by
meansof SampEn and found out that SampEn canwell
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display thecomplexity of EEG activitiesinthesleep
stages. Yan Nan et al.*® proposed that SampEn can
be used asfeature to analyze and classify attention-
related EEG sgnds, meanwhileadoptingtheSVM das-
sfier to conduct classification. The classification accu-
racy canreach to 85.5%.

Large amount of studieshave showed that ApEn
and SampEn have good application prospectinthe EEG
But which oneismoresuitablefor the EEG signdspro-
cessing? Presently, comparative study on the approxi-
mate entropy and sample entropy inthe EEG datais
relatively less. Thispaper discussesthat which entropy
ismoresuitableas EEG features by meansof algorithm
analysisand empirica validation based on two groups
of EEG datasets.

METHODS

ApEn

ApEnisanindex to quantitatively describetheir-
regularity of complex system. It reflectsthe conditiona
probability of thesmilar vectorsremainingthesimilar-
ity whenthey increasefrom mtom+1 dimension. The
physica significanceistheprobability of thegeneration
of anew model inthetime serieswhen thedimension
changes. Thelarger the probability of generatinganew
modd is, thelarger therdaiveApEnwill bewhichmeans
the more complex thedataserieswill be. ApEnindi-
catesthecomplexity of thetimeseriesthrough Satistics
and representsthediversity and variety of thedynamic
sysem. ApEn hasthefollowing features: needing shorter
datain calculation; hasrdatively good ability in noise
proof and jam proof; suit for both certain and random
signals; suit to represent nongtationary biological sig-
nas.

SampEn

SampEnisanew measurement for the compl exity
of thetimeseries. Itsphysical significanceissimilar to
theApEn. Thelower the SampEnis, thehigher thesimi-
larity of theserieswill be. Thelarger the SampEnis, the
more complex thetime serieswill be. However, the
agorithmsof ApEnand SampEn aredifferent. TheApEn
algorithm comparesthe dataand itself, which may re-
sultin bias, whilethe SampEn doesn’t makethiskind
of comparison. Because entropy isthe measurement

BioTechnology — ammm—

for the probability of the new information generation, it
ismeaninglessto comparethedataand itself.

Theoretical comparison of theApEn and SampEn

Inorder tofacilitatetheanalysis, B wasdefined as
smilarity probability of m dimensontimeseriesandA
wasdefined assimilarity probability of m+1 dimension
timeseries, then CP=A/B™"9. Both dgorithmsarebased
on—In (CP) model and calculate the average value of
al models. TheApEn ca culatesthe sum of logarithm,
while the SampEn cal cul ates the logarithm of sum.
Therefore, inorder to avoid the occurrenceof In (0) in
the cal cul ation, obvious comparison of the dataseg-
ments should bemadein theagorithm of ApEn. How-
ever, certain biasmay occur. Whilethe SampEn doesn’t
comparethedatasegments, it isthe accuratevaue of —
In (CP). Besdes, SampEn hasbetter consistency, i.e. if
the SampEn of onetime series (S1) ishigher than an-
other (S2), the S1>S2 will remain for other valueof m
and r. However, ApEn cannot achievethis. In conclu-
son, SampEn hasahigher precisonthanApEnin theor

RESULTS

Theoreticaly, SampEnisanimproved agorithm of
ApEn. This paper teststhat which algorithmismore
suitable as EEG feature basing on two groups of EEG
datasets.

Pincud®? suggested that m bel or 2, and r be
0.1SD 10 0.255D (D isthestandard deviation of the
data), for datalengths( N ) ranging from 100to 5,000
datapoints. Inthispaper, inthe ca culation of approxi-
mate or sample entropy, the parametersaretypically
chosenas m=2andr = 0.2* <D -

Experiment 1

Data 1

DEAP jsan open database, which containsEEG
data gotten while 32 subjects watching 40 periods of
music video, availablefor emotion recognition research
basing on physiologica signals. Before dataacquisi-
tion, thevideoshavebeen marked with emationsthrough
anumber of behaviord experimentsand VAD (Vdence
- Arousal - Dominance) modd, agenerally used emo-
tion model, which consists of 3 dimensions of emo-
tions. While watching the video, subjects were in-
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structed to evaluate the videos using the 9-point scale
of VAD according to their own emotional experience.
Intermsof thevalueof VA, thevideosaredivided into
four types of emotion: high arousal high valence
(HAHV), low arousa high valence (LAHV), low
arousd low valence(LALV), higharousal low vadence
(HALV).

Thesamplefrequency of the EEG Sgndsis512Hz,
40 channelsarecollected, 32 of whichareEEG signd
channels. Thesamplefrequency of theEEG Sgnd after
preprocessngwill be 128Hz. Thesamplelengthwill be
63 seconds. These EEG data has been processed
through artifactsre ection andfiltering. Thedataof 4.0-
45.0Hz will bekept after processing.

Result 1

We sel ected those videos whose behavior experi-
ment isinlinewith subjectslabeling. And taking the
affective primingtimeand fatigue effect into consider-
ation, weremoved thefirst 23 secondsand last 20 sec-
ondsof the EEG data, only reservethe middle 20 sec-
ondswhi ch contains 2560 time points. Wemadedigita
filtering using wavel et packet decomposition!®, keep-
ing B band signal of 13-30Hz, and cd culated theApEn
and SampEn of each datasegment after filtering.

Kolmogorov-Smirnov (K-S) test whichisan ef-
fective, stablenonlinear test measure unit can figureout
whether there’resignificant differencesin the overall
distribution of two groups of samples?. So, we ana-
lyzed the e ectrode which has significant differencesin
thedataof HAHV and HALV, using the K-S double
sampletest. There showed no electrodeswith signifi-
cant differences(P<0.5) when andyzingtheApEn, while
showed e ectrodeswith significant differenceswhen
andyzingthe SampEn. Thedigtribution of thee ectrodes
wasastheTABLE 1 shows.

The experiment results showed that no electrodes

TABLE 1: Electrodeswith significant difference between
SampEn of emotion labeled withHAHV and HALV

Electrode number Channel name P
3 F3 0.037068
9 CP5 0.037068
17 Fp2 0.042291
19 Fz 0.028289
23 FC2 0.037068

——————y FULL PAPER

obviously related to emotion activities can be found
when analyzing thesignificant difference of each elec-
trodeusingApEn. Whilethebrainregion whereelec-
trodes of F3, CP5, FP2, Fz and FC2 stay was found
to beobvioudly related to theemotion activities. And
these electrodes have significant differences under
HAHV and HALV.

Experiment 2
Data 2

Both thealcoholics’ and controls’ EEG data sets
used inthis paper arethe public data sets of the Uni-
versity of Californid!”. 122 personsreceived thetest
and each wastested 120 times. In each of thetest, the
subjectswereexposedtovisud stimuli pictureschosen
from 1980 Snodgrass and Vanderwart picture sets. In
thisexperiment, 64 e ectrodeswere placed in the sub-
jects’ headsin accordancewith internationa standards,
thesampling frequency of thefacility was256Hz and 1
sec datafor eachtrial wasrecorded. Becausethe EEG
signals of thedata set are not compl ete, the complete
dataof 30 a coholic subjectsand 30 controlsare cho-
seninrandom asthe EEG dataused in this study™2,

Result 2

First of dl, calculatethe A pEn and SampEn vaues
respectively using the 64 el ectrodes EEG data of the
fiftiethtrail of the selected 60 subjects. Secondly, ana-
lyzethes gnificanceof differenceof ApEnand SampEn
of each el ectrode (P<0.05) using K-Stest, and record
thed ectrodeswith sgnificant difference. Then, according
totheresults of K-Stest, choose A pEn and SampEn
of electrodeswith difference S gnificant respectively to
form feature vectors. Finally, use SVM-Weight algo-
rithm to classfy the a coholicsand control s, and adopt
the 3-fold cross-validation and LOPO (Leave One
Person OUT) astwo authentication methods.

Fgure Lillustratestheexperiment resultsof 20times
3-fold cross-validation. The average accuracy was
74.25% taking the ApEn asfeaturesand was 80.25%
taking SampEn asfeaturesin the 3-fold cross-vaida-
tion.

60 LOPO verifications were done to 60 subjects
inthisexperiment, the average classification accuracy
asshowninTABLE 2. Theaverageaccuracy was 70%
taking ApEn as features and was 73.33% taking
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SampEn asfeatures.
Comparison of timecomplexity

3-fold crossvalidation O ApEn OSampEn
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Figurel: Result of 3-fold cross-validation

TABLE 2: Averageaccuracy of 60 times cross-validation
based on leaveoneper son out (L OPO)

Type of algorithm ApEn SampEn

Average accuracy (%) 70 73.33

The 64-electrodes EEG data of alcohol addict
€02a0000364 in 001 trial wasused astest datato andy-
sistime complexity of thetwo algorithms. ApEn and
SampEn vaueswererespectively caculated basngon
thistest data. Figure 2 reflectsthe 10 computing times
of ApEn and SampEn inthisexperiment.

As can be seen from Figure 2, for the same test
data, the computation time of SampEnwasamost a
half of computationtimeof ApEn.

DISCUSSION

Theresult of experiment 1 showsthat SampEn can
detect thed ectrodeswith differences; thatis, the SampEn
of F3, CP5, FP2, FZ, FC2 has significant differences,
and these electrodes are mostly located in prefrontal.
Thecondudoncondgstswith condusionsof previousstud-
ies. Petrantonakisand Hadjileontiadi§*2 usedthesignas
of FP1, FP2, F3, F4 el ectrodesto recognize emotions.
Hossaini and Naghibi® used the EEG signdsinfivechan-
nels(FPL, FP2, T3, T4 and Pz) to recognize emotions
and achieved better results. Hoseingholizadeet d.[7 dso
confirmed another nonlinear index—corre ation dimen-
sonhasaggnificant differencein FP2, F3, FZ dectrodes
under different emotions.

The classfication result of experiment 2 showsthat
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Comparison of computing times O ApEn O SampEn

(shwmn

1 2 3 4 3 [ 7 3 9 10 | acc
ApEn | 1111 [11.004{10.994) 11.04 [11.116]11.153|10.964/10.997110.952) 1097 | 11.03
SanpEn| 6812 625 | 6251|6262 |6343 | 6292 | 625 |6314]6.236) 6299 |6.3309)

times

Figure 2 : Comparison of computing times of ApEn and
SampEn

the average accuracy when using ApEn or SampEn as
featureishigher thaninrandomlevel. It indicatesthat
the el ectrodeswith significant differencesusngApEn
and SampEn can both distinguish d coholicsfrom con-
trols. But taking 3-fold cross-vdidation and LOPO vali-
dation, theclassification accuracy of using SampEn as
featureishigher thanthat of usngApEnasfegture, which
indicatesthat SampEn asfeatureismore suitableto
identify a coholicsand controls. In addition, theresult
of LOPO validation showsthat the average accuracy
of i573.33% using sampleentropy to identify alcohol-
ics subjects and controls, which indicates that this
method hascertain generdization ability.

Fromtheresultsof comparison of computing times,
the computation efficiency of SampEnishigher than
ApEN. Theexperiment result cons stswith the theoreti-
cdl result.

The conclusion drawninthis paper consistswith
the previous studies. The study of Roldan et al.*®
pointed out that SampEn and ApEn both can explicitly
distinguish the EEG signal s of epilepticsfrom normal
people. But whenthe samplelosesinlargescale, the
SampEn showsstronger ability than ApEn. Bai et d.B
pointed out that the A pEn and SampEn would explic-
itly decreaseduring epileptic seizure, but the decrease
scaeof SampEn obvioudy larger than ApEn, and com-
paringtotheApEn, the decrease scd eof SampEneva u-
ated 15%-20%.

CONCLUSION

This paper makes comparative study onthe ApEn
and SampEn a gorithms, and further makes compara-
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tive study onthe ApEn and SampEn as EEG features
basing on two groups of public EEG data sets. The
experiment results show that using SampEn asfeature
can better reflect theactivebrain regions controlling the
emotion activitiesthan ApEn; usng SampEn asclassifi-
cation featurevector can better identify alcoholicsand
normal persons than using ApEn. The result of the
LOPO vdidation experiment a soindicatesthat using
SampEn asfeatureto distinguish a coholicsfrom con-
trolshas certain generalization ability. Meanwhile, for
the same test data, the computationa efficiency of
SampEn ishigher than ApEn. Therefore, we cangive
priority to SampEninanalyzing EEG data, especidly a
large amount of EEG data. Of course, further com-
parativestudiesonApEnand SampEnof EEG signd in
other fields should be continued, in order to support
the paper’s conclusion that the SampEn ismore suit-
ableasEEG featurethan ApEn.
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