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ABSTRACT

Through ability analysisof NBA team members, utilize BP neural network
to make prediction on basketball field-goal percentage. Extract 50 feature
vectors from 16 members’ stats to take training, it finds that outputs well
conform to actual values, indicates that the received connection weight
can reflect actual status. It mainly on the basis of time series statistical
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data, basketbal| competition statistical technique, back propagation neural
network used model BP network, adopt rolling prediction to predict China
athletes’ basketball field-goal percentage. Difference between prediction
resultsand actual arerelative small, it shows prediction feasibility of using
BP neural network to define basketball field-goal percentage.
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INTRODUCTION

Sportsscientific predictionisoneof indispensable
important factorsin future sportsstrategy researches, a
country sports stable devel opment objective cannot do
without sportsscientific prediction. Therefore, sports
prediction has played more and moreimportant roles
inactual, inmodern sports devel opment and sportssci-
entific management, it al so causes sports|eader deci-
sion-making, paying high attentionsto managersand
researchers. Apply modern prediction method into
sportsscientific researching, with statisticstheory and
method asmain bas's, and through sportsmathematica
penetrating and effecting, computer technology and
other disciplinesknowledge, sothat let sportsscientific
prediction methods application level and application
fieldsgradually get improvement and expansion. Pre-
dict future performancein Olympic Gamessuch huge

sports meeting isthefocus of sportsresearchers’ con-
cerns, itisrelated to sports devel opment national ob-
jectivesdefining and decision management.

In order to build correct devel opment strategy ob-
jective system, reasonableand strategic items, there-
foremany expertsand scholarsgoinfor prediction re-
searchesdepl oyment planning. So, neural network and
attificid intelligence predicting sportscomplicated sys-
tem has opened widely devel opment prospect.

BPNEURAL NETWORK PREDICTION
MODEL

Becausedatacollectingisvery difficult, only when
making prediction onfield-goa percentage, it can se-
lect NBA seasonsfrom 2005 to 2006 Houston Rock-
etstechnical datistics, AthensOlympic Gamesin 2004,
the 14" worl d basketbal | championship, intercontinen-
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tal cup basketball gamein 2006, historical datastatis-
tics Chinamen basketbal | team in the 15" basketbal |
men’sworld championship astraining samples. Accord-
ing to model existing statistical data, and consider ac-
tua basketball competition, shooting input variableas
shooting.

BP network design

Through using threelayers’ network shooting pre-
dictionmodel, that input layer has 1 nervecell repre-
senting field-goal percentageinput values, numbers of
hidden layer nervecdl is20, and output layer nervecell
isaprediction valuerepresenting shooting. Whilehid-
denlayer used activation functionistangin, output | ayer
ispreim.

Rolling prediction implementation process

Rolling prediction on shooting percentageisperiod
and gradually predicting val ue period through agroup
of historical dataand prediction datapredicting future
va uestime continuoudy taken ashistoricad data.

() Neural training

Use NBA seasonsin 2005 and 2006 as network
input technique stati stical data Houston Rockets, Ath-
ens Olympic Gamesin 2004, the 14" world basketball
championship, andintercontinental cup basketbdl game
in 2006, the 15" basketbal | men’sworld championship
astraining samples.

(2) Neural prediction

Utilizewel| trained network, input AthensOlympic
Gamesin 2004, the 14" world championship, and in-
tercontinental cup basketball gamein 2006, the 15"
world championship China’smen basketbd | technical
statistics, output prediction dataof China’smen bas-
ketball field-goa percentagein 2008 Beijing Olympic
Games. China’smen basketbd | technica atisticsdata
asoutputs, train sampl e set to train the network, culti-
vategood Chinanetwork ability.

Field-goal percentagerolling prediction analysis
1 Network datainput

Synthesize season Houston Rocketstechnica sta
tistics, thesix groups dataarerespectiveAthens Olym-
pic Gamesin 2004, the 14" world basketbal | champi-
onship, and intercontinental cup basketball gamein
2006, the 15" basketbd | world championship China’s
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men basketball technica statistics, it getsfilm-on-set
statistical numbersandlisttheminto TABLE 1.
INTABLE 1, fromthefirst group to thefifth group
iIscomposed of Houston Rocketstechnical statistics
datain NBA2005 to 2006 seasons, the sixth group
dataisderived from Athens Olympic Gamesin 2004,
the 14" world basketball championship, and intercon-
tinental cup basketball gamein 2006, the 15" basket-
ball world championship China’smen basketball tech-
nicd satistics
TABLE 1: Relativetechnical gatistical data

Group Sequence 1 2 3 4
Thefirst group 0.4328 0.4255 0.4252 0.4082
The second group 0.4612 0.4467 0.3610 O0.4638
The third group 0.3844 0.4507 0.4268 0.4326
The fourth group 0.4371 0.4584 0.4215 0.4597
Thefifth group 0.4296 0.5138 0.4395 0.4257
The sixth group 0.3915 0.4908 0.4459 0.4596

In order to make network weightsall in proper in-
tervas, it should carry out normaization oninput data,
standardized basic method aregenerdly as.

Thefirg type: Adopt MATLAB provided functions;

Thesecondtype: it canlet datadivide 10" (nistop
digitindata);

Thethird type: it can adopt following formulato
cdculae

Xi = Xmin
Si - Xmax ~ Xmin (1)

Amongthem: X, X, respectively areoriginal
datax maximumvalueand minimumvaue.

Thispaper adoptsthethird typedatahandling, nor-
malization method of dataafter handling: asfollowing
TABLE 2 states.

Apply thefirst four data to predict next data, so

TABLE 2: Normalization data handling result

Group Sequence 1 2 3 4
Thefirst group 0.4699 0.4025 0.4202 0.3089
The second group 0.6558 0.5609 0.0000 0.6728
The third group 0.1793 0.5870 0.4306 0.4686
The fourth group 0.4980 0.6374 0.3960 0.6459
Thefifth group 0.4490 1.0000 0.5137 0.4234
The sixth group 0.1996 0.8495 0.5556 0.6452
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input nodelist is4, then output nodeis 1, Stypefunc-

tion node optional function: f(x) =$; Research

showsthat four layers network that beyond threelay-
ersnetwork iseasier tofal intoloca minimum, sohere
isusing threelayer network models, it adoptssingle-
hidden layer BP network.

Network training

For network initia value, according one’sown de-
mand, givenagroup of initid vaue, if isnot given, net-
work will haveaninitid default, adopt trainlm function
training, whichisgradient descent and origina gradient
momentum and adaptability reductiontraining functions,
by using learngdm learning function, the function of
momentum gradient reduction |earning function and
momentum constant can be set by learning disc param-
eters. Now, redlizeabove modd through programming.
In the moment nerve number adjusts parameters and
sated middlelayers, it findsout one better model in BP
network.

Thefirst type setting: sampledatais 16, itis50
piecestraining, training obj ective steps maximum num-
ber is0. 001. When middlelayer nerve number is5,
and learning speedratioisO. 1.

Through 20 steps’ training, mean squareerror MSE
network isequal to 0. 0005659 and |essthan 0. 001that
arivesa network training requirement. FromFgure 1,
itisclear that network training processisdower, it needs
longer timeto achievetraining objective.

The second type setting: samplecollectingdatais

g Performance is 0.000778065, Goal is 0.001
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Figure1: Training objective steps’ maximum number isO.
001

16, it is50 piecestraining with 0. 001, when training
obyj ective stepsget maximum number, middlelayer nerve
number is10, and learning speedratioisO. 1.

Through 13 stepstraining, network mean square
error MSEisequa to 0. 00026806 lessthan 0. 001that
arrivesat network training requirement, and fromFig-
ure2, itisclear that network curveismore steep than
previouskind of setting that network training speedis
faster than previous setting.

Ferfommance is 0.000792427, Goal is 0.001
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Figure2: Numbersof nervemiddlelayer is10

Thethird type setting: sampledatais 16, training
maximum step number iS50, and training objectiveis
0.001, middlelayer nervenumber is15, and learning
speedratioisO. 1.

Through running results, it isclear that by 23 steps
training, network mean square error MSE isequal to
0.00089698 |ess than0. 001 that arrives at network
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Figure3: Numbersof middlelayer nerveis15
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training requirement, but fromtraining Figure 3, it can
see that running speed is not as good as the second
type setting which reduces again by comparing with
convergence speed.

For the threetypes setting, network convergence
speedisfiraly increasing and then start to reduce, which
indicates BP neurd network middlelayer numbers of
nerveisnot the more the better, sometimes more hid-
denlayer nervecdll will generatefillers, onthecontrary
it will reducetraining speed, therefore, BP neural net-
work hidden layer nervecdl numberssdlection hasgrest
influenceson network functions, however, hidden layer
nerve cell selection hasno fixed methods, only setting
different parametersto select optimal setting modd.

In abovethree settings, when hidden layer nerve
cdl is10, network training speedisfastest, performance
isthebest. Inthefollowing, it adopts such type setting
model aspredicted network model, using previouscol-
lected datatotest it prediction function.

Select 6 pairsof datafrom training samplestotest,
verify whether network training isgood or not. Error
curveafter testingisasFigure4:
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Figure4: Error figure
From Figure 4, itisclear that prediction error is
relativesmall; network arrives at appointed error that
completes network training. It ismainly because test
samplesaresd ected fromtraining samples, duetotrain-
ing preciseishigher, network canmakereativeprecise
fitting on every group of data.

CONCLUSIONS

Take TABLE 1thefirst group dataas network in-

put, network cal culates and outputs the second group
thefirst dataprediction val ue; then network wholeout-
put as new input, it gets the second group the second
datapredictionvaue. It rollssuccessively that can pre-
dict China’'smen basketball field-goa percentagenor-
malization datais0.6486 in 2008 Olympic Games. At
last reversenormaizetheprediction valueas0. 4601.

In the practice of applying BP neural network
method into basketball field-goal percentage predic-
tion, itisthought BP neural network method applica-
tion and field-goal percentage prediction have certain
features. Advantages of BP network arethrough ad-
justing connection weight and threshold value, it has
stronger adaptation ability, becauseit hasstronger play-
back ability on non-linear problems. But BP network
cannot get formulaconcreteforms, andwheninput origi-
nal variable changes, original connection weight and
threshold valuesaredisorganized, it needstotrainagain
that itsdisadvantages. For BP network relaxation co-
efficient gppointing, former generdly thinksthat it would
be better between 0.01 and 0.3, itincluding calculation
speed and stability factors consideration here. BP net-
work training methodisakind of greedy dgorithm, whole
sampleserror isreducing gradually, it dmost keep un-
changegbletill samdl to certain degree, at thistimeinitia
connectionweight influenceisfar larger thaniteration
timesinfluence, thereforewhen making programming,
it should consider the case, when whole sampleerror
st avery smdl valuerangelet cd culating stop and out-
put results. If it iterated to tota timesstill cannot arrive
at thelimit value, itisthought that BP network training
falsthistime, training should restart.
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