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ABSTRACT

To performthe automated classification of AD or MCI subjectsvs. heathy
control (HC) subjectsfrom ADNI PET images database, the study presents
a novel systematic method of combining voxels of interest in positron

emission tomography (PET) images and the neuropsychological Tomography;
assessments of subjects. It aimes to find the appropriate technology for Independent component
the early detection of Alzheimer’s disease (AD) or mild cognitive analysis,

impairment(MCI). The method includes four steps: pre-processing, Support vector machine.

extracting independent componentsusing | CA, selecting voxels of interest,
and classifying them using a Support Vector Machine (SVM) classifier.
PET image datawere obtained from the ADNI database including 91 HC,
50 patientswith baseline diagnosis of AD and 105 patientswith abaseline
diagnosis of MCI. As a result, we achieved an excellent discrimination
between AD patients and HC (accuracy 97.5\%, sensitivity 93.5\%,
specificity 99.7\%), and agood discrimination between MCI patientsand
HC (accuracy 94.5\%, sensitivity 92.7\%, specificity 96.5\%). The
experimental results showed that the proposed method can successfully
distinguish AD or MCI from HC and that it is suitable for the automated
classification of PET images. © 2013 Trade ScienceInc. - INDIA

INTRODUCTION

Alzhamer’s disease (AD) is the most common form
of dementia, accounting for 60% to 80% of dementia
casedY, intheageing popul ation of today. Thetwomgor
pathological halmarksof AD areextracd lular plaques
and intracellular tangles. Other characteristicsof AD
aresynagpticlossand neurond cdl death, leedingtobrain

atrophy. Origindly defined in 1999, mild cognitiveim-
parment (MCI), aconditioninwhich subjectsareusu-
aly only mildly impairedin memory with relativepres-
ervation of other cognitive domainsand functiona ac-
tivitiesand do not meet thecriteriafor dementia?, or
asthe prodromal stateADE!

Toclinically diagnose AD or MCI patientsat an
early stage, many biomedical imaging techniqueshave
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been used, such asstructural and functional magnetic
resonanceimaging (SMRI)™* 4, and positron emission
tomography (PET)®>". However, magnetic resonance
imagingisperformed intheeva uation of patientswho
have been suspected early AD, but thisimaging study is
neither sengtivenor specificfor thediagnos's, wheress,
PET imaging of 8F-2-fluoro-2-deoxy-d-glucose (FDG)
isdemonstrated to be accurate and specificin theearly
detection of AD"9, Asakind of functionimaging, FDG-
PET images can display lesions distribution of AD
through theglucosemetabolisminbrain, directly reflect
lesionsof specific areasand themetabolic features, to
diagnose and identify AD. Relativeto other imaging,
PET imaging hasunique advantagesinearly diagnosis
of AD. However, how to ded with PET images, how
to extract rich information containing in PET images,
and how to dassify theuseful information extractingfrom
PET images, have becomeafocusof attention.
Despitethese useful imaging techniques, early trest-
ment of AD till remainsachalenge becausevaduation
of theseimagesnormally dependson manual reorienta-
tion, visud reading and semiquantitativeanaysis'?. So
several methods have been proposed intheliterature
aiming at providing an automatic tool that guidesthe
clinicianintheAD diagnosisprocess™13, These meth-
odscan becdlassifiedinto two categories. mono-variate
and multivariate methods. Statistica parametric map-
ping (SPM)1* isamono-variate method, consisting of
doing avoxel-wise statistical test and inference, with
comparing the values of theimage under study to the
mean values of the group of normal images*?. This
method suffersmainly fromthewd|-knownamdl sample
gzeproblem, thatis, thenumber of availablesamplesis
much lower than the number of featuresused in the
training step. By contrast, independent component
analyss(ICA) isamultivariateandysismethod, asig-
nificant kind of blind signd separation, and hasaready
been applied to structural*>*3 and functiond brainim-
ages™> 19, |tisaso ableto probeinto PET datasetsto
provideuseful information about therd aionshipsamong
voxels. Inorder to distinguishAD and hedth controls
(HC), support vector machine (SVM), anon-linear di-
agnostic tool, has received more attention™ 1718, |n
the current study, we proposed anovel approach for
automatic classfication of PET images, whichincludes
four steps: preprocessing using SPM, extracting fea-

turesby ICA, sdlecting voxelsof interest, and classifi-
cation of AD vshedlthy controlsusing SVM.

MATERIALSAND METHODS

Theframework of the proposed method wasshown
inFigure1l. Wewould explainitin detail inthefollow-
ing sections. Generaly, theframework included five
steps: pre-processing, extracting independent compo-
nentsusing ICA and selecting voxe of interest (VOI),
congructing festurematrix with ICS/CM (Clinicd Mea
aures), and classifyingusngaSVM classifier that was
showninFigurel.

Extraction of * Neuropsycholog
Voxel of ical Test
Intrest Result

T

Analysis of
independent
components

PET Tamges

FET T(‘.mplﬁl.l!

Construction
of feature
matrix

Classification
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Figurel: Theframework of the proposed method.

Experimental PET data

The FDG-PET dataused in the preparation of the
study was obtained from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) database
(www.loni.ucla.eduw/ADNI/). The primary god of the
ADNI hasbeento test whether serial MRI, PET, other
biologica markers, and clinica and neuropsychol ogi-
cal assessments can be combined to measurethe pro-
gression of MCI and early AD. ADNI had recruited
800 adults, aged in therangefrom 55t0 90, to partici-
pateintheresearch - approximately 200 cognitively
normal older individuasto befollowed for 3years, 400
peoplewith MCI to befollowed for 3 years, and 200
peoplewith early AD to befollowed for 2 yearg“.

Sdettingsomeimageswhichoontainedsmilar protocal,
we used basdine FDG-PET scansfrom 246 ADNI sub-
jects, including 50AD patients, 105 MCl patientsand 91
hedlthy subjects whosegroup-wisecharacteristicsof thedata
stwereshowedinTABLE 1.

Preprocessing

FDG-PET scanswere acquired according to ase-
riesof standardized protocols. Theimagesweresmply
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TABLE 1: Thecharacteristicsof thedata set

Group AD MCI HC
No.of subj. 50 105 91
M/F 20/30 35/70 40/51
Age 75.6+7.5 75.3+7.1 76.445.1
NPI-Q 3.9+3.5 1.8+2.5 0.5+0.9
FAQ 13.4+6.9 3.5+3.9 0.5+2.2

NPI-Q: Neuropsychiatric Inventory-Questionnaire; FAQ:
Function Assessment Questionnaire.

preprocessed using Matlab toolbox SPM 827, Firstly,
sdlecting agroup of PET images, thendl theimagesin
thegroup wereredigned to thefirstimage, making sure
that all of them were consistent with each other inthe
gpatid atlas. Atlast those output redigned imageswere
normalized to astandard template PET builtin SPM8.
In this specific process, eachimagewasresliced and
voxe volumewas set tobe2 x 2 x 2mm?,

I ndependent componentsanalysis

To search for the source imagesthat implied the
underlying featuresof PET images, obvioudy ablind
source separation problem, independent component
analysig*32%-22 wasthen brought into use. ICA canbe
stated asfollows: let X bean observed random vector
and A an unknown full rank mixing matrix such that:
X=AS, showninFigure2, wherethesourcesignalsS
denotes|atent sources. For applicationto PET images,
each row of matrix X isthe voxel valuesvectorized
from one PET image out of N, the number of subjects.
After thedecomposition, amixing matrix A andasource
matrix Scomeinto being. Each of theK columnsof A
can befigured as one component composite of infor-
mation from all FDG-PET images and each of theK
rowsof Swith thesame number of voxelsin one spe-
cific PET imagecan beusedtoredizethevisudization
of thecomponent.

Voxels: NeM NxK ~ ExM
per 1 (] i N ( 51
PET 2 52

=t Ly -

PETN

X A S
Figure2: ICA model for PET images. Here N meansthe
number of subjects. Similarly Kisthenumber of independent
components and M denotes the number of voxels after
preprocessing.

Moreover, we can select the voxel swithinthere-
gion of each independent component for all FDG-PET
imagesinvolved. In order to extract features of each
group of subjects, wethought about considering the
voxe informationin each sourcearea. A common sense
wastha AD and MCl patientssuffered from muchmore
atrophied brain structures compared to healthy con-
trolswithsamilar backgroundinformation. Researchaso
showed that the patientswith M Cl suffered from glu-
cose metabolism reducing, so the decision was made
that the space area of each independent component
would be mapped into every subject, then count the
numbers of thevoxelswhosevaueindicated asbrain
structureparts.

Here since images of different subjectswereal-
ready divided into two specific groups, named AD or
MCI and HC, wemight aswell take each group asa
session, aterm broadly used in medical imagesacquis-
tion. Andthen, dl imagesbe onged to thesetwo groups
were processed by atoolbox Groupl CAZ, whichwas
actualy used to find out theindependent components
that candgnificantly differentiatethe subjectsbelonging
toacertaingroup. Theprogram package GIFT builtin
GrouplCA was used to find the diversity between
groups, including three steps. Constructing grouping
model and setting the analysis parameters, executing
independent component anaysi's, and expanding inde-
pendent component analysisresults. After thewhole
andysis, fivesgnificant independent componentswere
asoshowninFigures3and 4.

AsshowninFgures3and 5, fiveindependent com-
ponentswereillustrated. The number inrangeof { 27,
...,-30} denoted the index of slices of a PET image.
Each independent component was mapped back into
theorigind PET imagesinthesamepace. It waseasly
observed that each independent component withadif-
ferent color wasmapped into adifferent areaby voxels
intheorigina PET images. If an areaby voxelsinim-
ageswas much different between AD or MCl and HC
subjects, the corresponding i ndependent components
coveringtheareawere potentially important. In other
words, theseindependent componentswould perform
better in discriminating AD or MCI subjectsfrom HC
ones.

What’s more, at a very early stage, AD or MCI
patients may have appeared selective brain regions of
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Figure3: Thevisualization of significant ICsof ADvsHC.
From left toright of thelegend: component 1; component 2;
component 4; component 5; component 8.

Figure4: Thevisualization of significant |ICsof MCI vsHC.
Different colorsrepresent different sources. From left to
right of thelegend: component 1; component 2; component
3; component 5; component 7.

reduced energy metabolism. Although at thistimethe
clinical symptoms, the cortical atrophy and neura psy-
chology defect, havenot yet appeared, at thesametime
the degree of local metabolic changesin FDG-PET
imagesisred ated to the neuropsychol ogical assessments

of subjects. Therefore, wetried to take into account
theneuropsychol ogical assessments(NA) of subjects
when we madethe classifi cation experiments. Out of
NTR, Function Assessment Questionnaire(FAQ) and
Neuropsychiatric Inventory-Questionnaire(NPI-Q)
would have been added to the K-column matrix asthe
additiond festures. So thefeature matrix now wascon-
sist of thevoxelsof interest and/or the neuropsycho-
logical assessmentsof subjects, and dl thefeaturesthat
can aso beusedfor classification.

Classification

Thegod of thisresearchwasto better classify sub-
jectsfrom different groupsfrom each other withan ac-
ceptablefeature matrix. Since we have constructed a
feature matrix in the foregoing procedures, we next
would focuson classification of subjectsinvolvedinthe
research. We applied a Support Vector Machine
(SVM) classifier using LIBSVM (http://
www.cs e.ntu.edu.tw/~cjlinvlibsvm/) devel oped by Chih-
JenLin of the Nationa Taiwan University?, Support
vector machine (SVM) isone of very popular classifi-
ersand recently hasbeen used to hel p distinguishAD
subjectsfrom e derly control subjectsusing anatomica
MRimaging (MRI)*317, SVM conceptudly implements
theideathat vectorsare nonlinearly mappedto avery
high dimension feature space. In thisfeature space, a
linear separation surfaceiscreated to separatethetrain-
Ing databy minimizing the margin between thevectors
of thetwo classes. SVM separates agiven set of bi-
nary labeled training datawith ahyperplanethat ismaxi-
mally distant from thetwo classes. Sinceit isimpos-
siblethat real-world datawould belinearly separable,
we applied asoft-margin formulation of theSVM asa
trade-off between maximizing themarginand minimiz-
ingthetraining error.

Whileperforming classification, weassigned +1 as
thelabel valuefor thegroup AD or MCI PET images
and-1for thegroup HC ones. Thenwescaled al fea
turesby acolumninto therangeof from-1to 1. Taking
theinfluence of thenumber of training sampleson clas-
sification accuracy into account, all theimageswere
randomly divided into two groups: 50% of the subjects
randomly selected for training, and therest for testing.
Then we repeated the experiment over one hundred
times. Finaly, the averaged accuracy, sensitivity and
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specificity wereeva uated.
RESULTS

Extraction of independent components

ThePET imagesof thisexperiment are 3D images
of sizeM =79 x 95 x 68 mm? voxels. Each voxel rep-
resentsabrain volumeof 2 x 2x 2mma. Every row of
the source matrix wasreshaped into a3D imagecalled
amap™¥. Thelnfomax ICA dgorithm builtinthetoolbox
Groupl CA wasthen used to decomposethe brainim-
ages, we can obtai n independent components (1Cs).
Wethen compared theimages between thegroup MCl
and group HC inthe sameway. Theresultswere ex-
plained asfollows. In the experiment between group
AD and group HC, the number of IC analyzed under
the previous estimation was eight, and we made the
visudization of thefiveavailable components. compo-
nent 1, component 2, component 4, component 5, com-
ponent 8, asisshown in Figure 3, which arethefive
significant ICs obtained by thetoolbox GIFT. Inthe
experiment between group MCI and group HC, the
number of Icsanalyzed under thepreviousestimation
was seven, and we made the visualization of thefive
available components: component 1, component 2,
component 3, component 5, component 7, asisshown
inFigure4, which arethefive significant ICsobtained
by thetoolbox GIFT. Thedifferent color blocksrepre-
sent different ICsinthisfigure. To get morein-depth
biochemical information of these sources, wetrans-
formed the coordinates of thesetwo significant sources
to the coordinates of the standard space of Talairach
and Tournoux®! using the Matlab conversion program
developed by Mathew Brett. Theoutput Talairach and
Tournoux coordinatesof voxel swereenteredinto TD
client® which was created and devel oped by Jack
Lancaster and Peter Fox. It isahigh-speed database
server for querying and retrieving data about human
brain structure over the Internet (www.talairach.org).
Thedetailed Tdarachlabelsof IC sourcesarelistedin
TABLE 2. Theleft columnin TABLE 2isthe source
areas of thecomponent, whiletheright columnisthe
corresponding Brodmann area.

Classification
In this section, we randomly sel ected 50% of the

BTAIJ, 8(5) 2013

TABLE 2: Talairach Lablesof I cs

Source2area

Brodmann area

Paracentral Lobule 4,5,6,31
Precuneus 7
Middle Frontal Gyrus 6,32
Superior Frontal Gyrus 6
Postcentra Gyrus 5
Precentral Gyrus 4
Cingulate Gyrus 31,32
Source 3area Brodmann area

Superior Frontal Gyrus 6
Medial Frontal Gyrus 6,8,32
Precentral Gyrus 4,6
Cingulate Gyrus 32
Postcentrd Gyrus 3
Paracentral Lobule 5,6,31
Middle Frontal Gyrus 6
Precuneus 7

samplesto dotraining after we gained thefeature ma-
trix. For therandomness of thetraining samples, weget
different resultsof the experiment. Therefore, we con-
sider how to classify the samplesmany timesto obtain
thestatigtically averaged values. Inthe experiment, we
repeated the classification 100 timesand obtained the
corresponding Statistically averaged values. TABLE 3
showstheclassificationresultswith thedifferent festure
matrix.

TABLE 3: Classification resultsof AD or MCI from HC
(mean+sd %)

Training Sets Parameter ADvsHC MCI vsHC

Accuracy 88.44+3.9 79.7+£3.2
Only NA Sendgitivity  90.4+6.5 77.0+£7.5
Specificity  86.7+6.5 83.0+6.1
Accuracy 91.6+2.2 90.0+2.3
Only ICs Sengitivity  76.5+6.0 81.9+4.4
Specificity ~ 99.8+1.3 99.4+1.5
Accuracy 97.5+1.3 94.5+2.4
ICs+NA Sengitivity  93.5+3.6 92.7+4.5
Specificity ~ 99.7+1.1 96.5+3.4

Three parametersthat measure the results of the
classification are: theAccuracy, the Sengtivity, and the
Specificity, which can be described as Accuracy =
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(Tp+Tn)/(Tp+Tn+Fp+Fn), Sensitivity = Tp/(Tp+Fp),
and Specificity = Tn/(Tn+Fn), where Tp, Tn, Fpand
Fnindicatetrue positives, truenegatives, fasepositives
and falsenegatives, respectively.

Fromthe TABLE 3, it was easily found that the
classifying resultswith both ICsand NA were better
thanthat withonly ICsor NA. Theresultsdemonstrated
that thel Csextracted by the ICA-based method was
ableto effectively help NA improvethe performance of
diagnosisor dassficationof AD or MCl fromHC PET

images.
DISCUSSIONSAND CONCLUSIONS

Inthe study we had demonstrated that thefully au-
tomatic method based on ICA for the classification of
PET imageswasvery useful in discriminating among
AD or MCl and HC subjects.

ICA isoneof thedata-driven, multivariate, and un-
supervised methodswith an advantage of usingno a
priori information. It hasbecome anincreasing popular
biomedica data-mining techniqueaswell as process-
ing method for functiona brainimages. ICA might dso
beauseful tool for early AD diagnosisof PET images
anaysisbecauseit hasshownitsusefulnessinthepro-
cessing PET imagesof schizophreniapatients. There-
fore, inthisstudy, wehave applied ICA totheanaysis
of AD- and MCl-related PET images.

Experimentd resultson PET imagesfromtheADNI
databases have indicated that the proposed method
based onICA isauseful tool for classifyingAD or MCl
and HC imagedata.

Our resultsare also comparablewith other rel ated
studies. lllan et al .Y proposed an approach that in-
cluded three steps: training, cross-validation by means
of theleave-one-out method, and testing. They gpplied
SVM based onaRBF kernd to obtain aclassification
accuracy of 88.2% by extracting featureswith PCA
and 87.1% by ICA. Salas-Gonsalez et al.l* devel-
oped an automated procedureto classify AD patients
from FDG-PET datausing at-test to select voxel s of
interest and factor analysisto reducefeature dimen-
sion. They discriminated between AD/MCl and HC
with sensitivity, specificity, and accuracy of 91.2%/
98.1%, 80.8%/92.5%, and 88.0%/95.2%, respectively.

Inthe study, we had proposed an efficient method

————, FyurL PAPER

for distinguishing AD or MCI from HC. The method
combining featureextraction, featuresdectionand clas-
sification techniqueshad been deeply studied and tested
onarea PET databasewith promising results, and it
can aso be extended to other imaging modalitiessuch
asstructura MR or fMRI. Inthefuture, wewill apply
the proposed method to research on diagnosisof AD
or MCI subjectsbased on multi-moddity data, includ-
ing structurad MR images, PET images, fMRI images,
and other imaging data.
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