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ABSTRACT
To perform the automated classification of AD or MCI subjects vs. healthy
control (HC) subjects from ADNI PET images database, the study presents
a novel systematic method of combining voxels of interest in positron
emission tomography (PET) images and the neuropsychological
assessments of subjects. It aimes to find the appropriate technology for
the early detection of Alzheimer�s disease (AD) or mild cognitive

impairment(MCI). The method includes four steps: pre-processing,
extracting independent components using ICA, selecting voxels of interest,
and classifying them using a Support Vector Machine (SVM) classifier.
PET image data were obtained from the ADNI database including 91 HC,
50 patients with baseline diagnosis of AD and 105 patients with a baseline
diagnosis of MCI. As a result, we achieved an excellent discrimination
between AD patients and HC (accuracy 97.5\%, sensitivity 93.5\%,
specificity 99.7\%), and a good discrimination between MCI patients and
HC (accuracy 94.5\%, sensitivity 92.7\%, specificity 96.5\%). The
experimental results showed that the proposed method can successfully
distinguish AD or MCI from HC and that it is suitable for the automated
classification of PET images.  2013 Trade Science Inc. - INDIA
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INTRODUCTION

Alzheimer�s disease (AD) is the most common form

of dementia, accounting for 60% to 80% of dementia
cases[1], in the ageing population of today. The two major
pathological hallmarks of AD are extracellular plaques
and intracellular tangles. Other characteristics of AD
are synaptic loss and neuronal cell death, leading to brain

atrophy. Originally defined in 1999, mild cognitive im-
pairment (MCI), a condition in which subjects are usu-
ally only mildly impaired in memory with relative pres-
ervation of other cognitive domains and functional ac-
tivities and do not meet the criteria for dementia[2], or
as the prodromal state AD[3]

To clinically diagnose AD or MCI patients at an
early stage, many biomedical imaging techniques have
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been used, such as structural and functional magnetic
resonance imaging (sMRI)[1, 4], and positron emission
tomography (PET)[5-7]. However, magnetic resonance
imaging is performed in the evaluation of patients who
have been suspected early AD, but this imaging study is
neither sensitive nor specific for the diagnosis, whereas,
PET imaging of 18F-2-fluoro-2-deoxy-d-glucose (FDG)
is demonstrated to be accurate and specific in the early
detection of AD[7-9]. As a kind of function imaging, FDG-
PET images can display lesions distribution of AD
through the glucose metabolism in brain, directly reflect
lesions of specific areas and the metabolic features, to
diagnose and identify AD. Relative to other imaging,
PET imaging has unique advantages in early diagnosis
of AD[9]. However, how to deal with PET images, how
to extract rich information containing in PET images,
and how to classify the useful information extracting from
PET images, have become a focus of attention.

Despite these useful imaging techniques, early treat-
ment of AD still remains a challenge because valuation
of these images normally depends on manual reorienta-
tion, visual reading and semiquantitative analysis[10]. So
several methods have been proposed in the literature
aiming at providing an automatic tool that guides the
clinician in the AD diagnosis process[11-13]. These meth-
ods can be classified into two categories: mono-variate
and multivariate methods. Statistical parametric map-
ping (SPM)[14] is a mono-variate method, consisting of
doing a voxel-wise statistical test and inference, with
comparing the values of the image under study to the
mean values of the group of normal images[12]. This
method suffers mainly from the well-known small sample
size problem, that is, the number of available samples is
much lower than the number of features used in the
training step. By contrast, independent component
analysis (ICA) is a multivariate analysis method, a sig-
nificant kind of blind signal separation, and has already
been applied to structural[11, 13] and functional brain im-
ages[15, 16]. It is also able to probe into PET datasets to
provide useful information about the relationships among
voxels. In order to distinguish AD and health controls
(HC), support vector machine (SVM), a non-linear di-
agnostic tool, has received more attention[13, 17, 18]. In
the current study, we proposed a novel approach for
automatic classification of PET images, which includes
four steps: preprocessing using SPM, extracting fea-

tures by ICA, selecting voxels of interest, and classifi-
cation of AD vs healthy controls using SVM.

MATERIALS AND METHODS

The framework of the proposed method was shown
in Figure 1. We would explain it in detail in the follow-
ing sections. Generally, the framework included five
steps: pre-processing, extracting independent compo-
nents using ICA and selecting voxel of interest (VOI),
constructing feature matrix with ICs/CM (Clinical Mea-
sures), and classifying using a SVM classifier that was
shown in Figure 1.

Figure 1: The framework of the proposed method.

Experimental PET data

The FDG-PET data used in the preparation of the
study was obtained from the Alzheimer�s Disease

Neuroimaging Initiative (ADNI) database
(www.loni.ucla.edu/ADNI/). The primary goal of the
ADNI has been to test whether serial MRI, PET, other
biological markers, and clinical and neuropsychologi-
cal assessments can be combined to measure the pro-
gression of MCI and early AD. ADNI had recruited
800 adults, aged in the range from 55 to 90, to partici-
pate in the research - approximately 200 cognitively
normal older individuals to be followed for 3 years, 400
people with MCI to be followed for 3 years, and 200
people with early AD to be followed for 2 years[4].

Selecting some images which contained similar protocol,
we used baseline FDG-PET scans from 246 ADNI sub-
jects, including 50 AD patients, 105 MCI patients and 91
healthy subjects, whose group-wise characteristics of the data
set were showed in TABLE 1.

Preprocessing

FDG-PET scans were acquired according to a se-
ries of standardized protocols. The images were simply
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preprocessed using Matlab toolbox SPM8[20]. Firstly,
selecting a group of PET images, then all the images in
the group were realigned to the first image, making sure
that all of them were consistent with each other in the
spatial atlas. At last those output realigned images were
normalized to a standard template PET built in SPM8.
In this specific process, each image was resliced and
voxel volume was set to be 2 x 2 x 2mm3.

Independent components analysis

To search for the source images that implied the
underlying features of PET images, obviously a blind
source separation problem, independent component
analysis[13, 21, 22] was then brought into use. ICA can be
stated as follows: let X be an observed random vector
and A an unknown full rank mixing matrix such that:
X=AS, shown in Figure 2, where the source signals S
denotes latent sources. For application to PET images,
each row of matrix X is the voxel values vectorized
from one PET image out of N, the number of subjects.
After the decomposition, a mixing matrix A and a source
matrix S come into being. Each of the K columns of A
can be figured as one component composite of infor-
mation from all FDG-PET images and each of the K
rows of S with the same number of voxels in one spe-
cific PET image can be used to realize the visualization
of the component.

Moreover, we can select the voxels within the re-
gion of each independent component for all FDG-PET
images involved. In order to extract features of each
group of subjects, we thought about considering the
voxel information in each source area. A common sense
was that AD and MCI patients suffered from much more
atrophied brain structures compared to healthy con-
trols with similar background information. Research also
showed that the patients with MCI suffered from glu-
cose metabolism reducing, so the decision was made
that the space area of each independent component
would be mapped into every subject, then count the
numbers of the voxels whose value indicated as brain
structure parts.

Here since images of different subjects were al-
ready divided into two specific groups, named AD or
MCI and HC, we might as well take each group as a
session, a term broadly used in medical images acquisi-
tion. And then, all images belonged to these two groups
were processed by a toolbox GroupICA[23], which was
actually used to find out the independent components
that can significantly differentiate the subjects belonging
to a certain group. The program package GIFT built in
GroupICA was used to find the diversity between
groups, including three steps: Constructing grouping
model and setting the analysis parameters, executing
independent component analysis, and expanding inde-
pendent component analysis results. After the whole
analysis, five significant independent components were
also shown in Figures 3 and 4.

As shown in Figures 3 and 5, five independent com-
ponents were illustrated. The number in range of {27,
�, -30} denoted the index of slices of a PET image.

Each independent component was mapped back into
the original PET images in the same space. It was easily
observed that each independent component with a dif-
ferent color was mapped into a different area by voxels
in the original PET images. If an area by voxels in im-
ages was much different between AD or MCI and HC
subjects, the corresponding independent components
covering the area were potentially important. In other
words, these independent components would perform
better in discriminating AD or MCI subjects from HC
ones.

What�s more, at a very early stage, AD or MCI

patients may have appeared selective brain regions of

TABLE 1 : The characteristics of the data set

Group AD MCI HC 

No.of subj. 50 105 91 

M/F 20/30 35/70 40/51 

Age 75.6±7.5 75.3±7.1 76.4±5.1 

NPI-Q 3.9±3.5 1.8±2.5 0.5±0.9 

FAQ 13.4±6.9 3.5±3.9 0.5±2.2 
NPI-Q: Neuropsychiatric Inventory-Questionnaire; FAQ:
Function Assessment Questionnaire.

Figure 2 : ICA model for PET images. Here N means the
number of subjects. Similarly K is the number of independent
components and M denotes the number of voxels after
preprocessing.
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reduced energy metabolism. Although at this time the
clinical symptoms, the cortical atrophy and neural psy-
chology defect, have not yet appeared, at the same time
the degree of local metabolic changes in FDG-PET
images is related to the neuropsychological assessments

of subjects. Therefore, we tried to take into account
the neuropsychological assessments (NA) of subjects
when we made the classification experiments. Out of
NTR, Function Assessment Questionnaire(FAQ) and
Neuropsychiatric Inventory-Questionnaire(NPI-Q)
would have been added to the K-column matrix as the
additional features. So the feature matrix now was con-
sist of the voxels of interest and/or the neuropsycho-
logical assessments of subjects, and all the features that
can also be used for classification.

Classification

The goal of this research was to better classify sub-
jects from different groups from each other with an ac-
ceptable feature matrix. Since we have constructed a
feature matrix in the foregoing procedures, we next
would focus on classification of subjects involved in the
research. We applied a Support Vector Machine
(SVM) classifier using LIBSVM (http://
www.csie.ntu.edu.tw/~cjlin/libsvm/) developed by Chih-
JenLin of the National Taiwan University[24]. Support
vector machine (SVM) is one of very popular classifi-
ers and recently has been used to help distinguish AD
subjects from elderly control subjects using anatomical
MR imaging (MRI)[13, 17]. SVM conceptually implements
the idea that vectors are nonlinearly mapped to a very
high dimension feature space. In this feature space, a
linear separation surface is created to separate the train-
ing data by minimizing the margin between the vectors
of the two classes. SVM separates a given set of bi-
nary labeled training data with a hyperplane that is maxi-
mally distant from the two classes. Since it is impos-
sible that real-world data would be linearly separable,
we applied a soft-margin formulation of the SVM as a
trade-off between maximizing the margin and minimiz-
ing the training error.

While performing classification, we assigned +1 as
the label value for the group AD or MCI PET images
and -1 for the group HC ones. Then we scaled all fea-
tures by a column into the range of from -1 to 1. Taking
the influence of the number of training samples on clas-
sification accuracy into account, all the images were
randomly divided into two groups: 50% of the subjects
randomly selected for training, and the rest for testing.
Then we repeated the experiment over one hundred
times. Finally, the averaged accuracy, sensitivity and

Figure 3 : The visualization of significant ICs of AD vs HC.
From left to right of the legend: component 1; component 2;
component 4; component 5; component 8.

Figure 4 : The visualization of significant ICs of MCI vs HC.
Different colors represent different sources. From left to
right of the legend: component 1; component 2; component
3; component 5; component 7.

http://www.csie.ntu.edu.tw/~cjlin/libsvm/)
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specificity were evaluated.

RESULTS

Extraction of independent components

The PET images of this experiment are 3D images
of size M = 79 x 95 x 68 mm3 voxels. Each voxel rep-
resents a brain volume of 2 x 2 x 2mm3. Every row of
the source matrix was reshaped into a 3D image called
a map[19]. The Infomax ICA algorithm built in the toolbox
GroupICA was then used to decompose the brain im-
ages, we can obtain independent components (ICs).
We then compared the images between the group MCI
and group HC in the same way. The results were ex-
plained as follows. In the experiment between group
AD and group HC, the number of IC analyzed under
the previous estimation was eight, and we made the
visualization of the five available components: compo-
nent 1, component 2, component 4, component 5, com-
ponent 8, as is shown in Figure 3, which are the five
significant ICs obtained by the toolbox GIFT. In the
experiment between group MCI and group HC, the
number of Ics analyzed under the previous estimation
was seven, and we made the visualization of the five
available components: component 1, component 2,
component 3, component 5, component 7, as is shown
in Figure 4, which are the five significant ICs obtained
by the toolbox GIFT. The different color blocks repre-
sent different ICs in this figure. To get more in-depth
biochemical information of these sources, we trans-
formed the coordinates of these two significant sources
to the coordinates of the standard space of Talairach
and Tournoux[25] using the Matlab conversion program
developed by Mathew Brett. The output Talairach and
Tournoux coordinates of voxels were entered into TD
client[25] which was created and developed by Jack
Lancaster and Peter Fox. It is a high-speed database
server for querying and retrieving data about human
brain structure over the Internet (www.talairach.org).
The detailed Talairach labels of IC sources are listed in
TABLE 2. The left column in TABLE 2 is the source
areas of the component, while the right column is the
corresponding Brodmann area.

Classification

In this section, we randomly selected 50% of the

samples to do training after we gained the feature ma-
trix. For the randomness of the training samples, we get
different results of the experiment. Therefore, we con-
sider how to classify the samples many times to obtain
the statistically averaged values. In the experiment, we
repeated the classification 100 times and obtained the
corresponding statistically averaged values. TABLE 3
shows the classification results with the different feature
matrix.

TABLE 2 : Talairach Lables of Ics

AD-HC 

Source 2 area Brodmann area 

Paracentral Lobule 4,5,6,31 

Precuneus 7 

Middle Frontal Gyrus 6,32 

Superior Frontal Gyrus 6 

Postcentral Gyrus 5 

Precentral Gyrus 4 

Cingulate Gyrus 31,32 

MCI-HC 

Source 3 area Brodmann area 

Superior Frontal Gyrus 6 

Medial Frontal Gyrus 6,8,32 

Precentral Gyrus 4,6 

Cingulate Gyrus 32 

Postcentral Gyrus 3 

Paracentral Lobule 5,6,31 

Middle Frontal Gyrus 6 

Precuneus 7 

TABLE 3 : Classification results of AD or MCI from HC
(mean±sd%)

Training Sets Parameter AD vs HC MCI vs HC 

Accuracy 88.4±3.9 79.7±3.2 

Sensitivity 90.4±6.5 77.0±7.5 Only NA 

Specificity 86.7±6.5 83.0±6.1 

Accuracy 91.6±2.2 90.0±2.3 

Sensitivity 76.5±6.0 81.9±4.4 Only ICs 

Specificity 99.8±1.3 99.4±1.5 

Accuracy 97.5±1.3 94.5±2.4 

Sensitivity 93.5±3.6 92.7±4.5 ICs+NA 

Specificity 99.7±1.1 96.5±3.4 

Three parameters that measure the results of the
classification are: the Accuracy, the Sensitivity, and the
Specificity, which can be described as Accuracy =
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(Tp+Tn)/(Tp+Tn+Fp+Fn), Sensitivity = Tp/(Tp+Fp),
and Specificity = Tn/(Tn+Fn), where Tp, Tn, Fp and
Fn indicate true positives, true negatives, false positives
and false negatives, respectively.

From the TABLE 3, it was easily found that the
classifying results with both ICs and NA were better
than that with only ICs or NA. The results demonstrated
that the ICs extracted by the ICA-based method was
able to effectively help NA improve the performance of
diagnosis or classification of AD or MCI from HC PET
images.

DISCUSSIONS AND CONCLUSIONS

In the study we had demonstrated that the fully au-
tomatic method based on ICA for the classification of
PET images was very useful in discriminating among
AD or MCI and HC subjects.

ICA is one of the data-driven, multivariate, and un-
supervised methods with an advantage of using no a
priori information. It has become an increasing popular
biomedical data-mining technique as well as process-
ing method for functional brain images. ICA might also
be a useful tool for early AD diagnosis of PET images
analysis because it has shown its usefulness in the pro-
cessing PET images of schizophrenia patients. There-
fore, in this study, we have applied ICA to the analysis
of AD- and MCI-related PET images.

Experimental results on PET images from the ADNI
databases have indicated that the proposed method
based on ICA is a useful tool for classifying AD or MCI
and HC image data.

Our results are also comparable with other related
studies. Illan et al.[11] proposed an approach that in-
cluded three steps: training, cross-validation by means
of the leave-one-out method, and testing. They applied
SVM based on a RBF kernel to obtain a classification
accuracy of 88.2% by extracting features with PCA
and 87.1% by ICA. Salas-Gonsalez et al.[26] devel-
oped an automated procedure to classify AD patients
from FDG-PET data using a t-test to select voxels of
interest and factor analysis to reduce feature dimen-
sion. They discriminated between AD/MCI and HC
with sensitivity, specificity, and accuracy of 91.2%/
98.1%, 80.8%/92.5%, and 88.0%/95.2%, respectively.

In the study, we had proposed an efficient method

for distinguishing AD or MCI from HC. The method
combining feature extraction, feature selection and clas-
sification techniques had been deeply studied and tested
on a real PET database with promising results, and it
can also be extended to other imaging modalities such
as structural MR or fMRI. In the future, we will apply
the proposed method to research on diagnosis of AD
or MCI subjects based on multi-modality data, includ-
ing structural MR images, PET images, fMRI images,
and other imaging data.
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