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ABSTRACT

In order to improve the forecasting accuracy of the occurrence period of
insect pests, thispaper putsforward akind of improved method of attribute
reduction on rough set theory based on discernibility matrix. And, the
forecasting model of insect pestsis established by using improved rough
set and BP network. The test results show that improved algorithm can
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reduce the complexity of computing, the number of conditional attribute
reduction and the number of condition attributes after reduction than the
original algorithm has obvious advantages. the average accuracy of the
forecasting model reached to 90%. © 2013 Trade SciencelInc. - INDIA

INTRODUCTION

TheEuphrates poplar forestsof thetarim river ba-
sinisthemain body of maintainingtheecologica sys-
tem, but many euphrates poplar die of insect pestsev-
ery spring. Predicting the occurrence period of forest
pestsisthe precondition to take effective prevention
and control measures?. Sothetimely and reliablefore-
casting method isvery important to the prevention and
accurate control of the Euphrates poplar forests.

Theforecasting method of the occurrence period
of insect pestsmainly includes devel opment progress
method, forecast by emergenceinterva and effective
accumul ated temperature method and phonol ogical
method. Although these method isaccurate and easy
for basic forecasters, thetraditional forecasting meth-
odsaretime-consuming, arduous, poor timeliness?.In
recent years, mathematical statistics, fuzzy mathemat-

icsand pattern recognition technology aremore and
morewidely usedintheprediction of forest pestsalong
with thedeve opment of the ecol ogicad mathematicsand
computer technology rapidly®®. Themain methodsin-
cludearegressonanayss, multipleregression analy-
gis, factor comprehensive correlation method, step st
tigtics, cycleandyss, Markov chain, fuzzy priority ratio
method, topology method, neural network, support
vector machine, etd*®, Dueto the application of these
methods, the forecasting quality and standards have
been improved significantly. However, Thereare many
factorsto affect forecasting accuracy, if these impact
factorsare not preferred the problem of high datadi-
mension, wesk stability and low precision of recogni-
tion of theclassfier will gppear. Inaddition, theBPneu-
ral network hasthe problem that weightsand thresh-
oldsarenot easy to be determined. So, theforecasting
accuracy of theoccurrence period of pestsisabit low!”.
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Thearticletakesthemost seriouspest (springinch-
worm) in Tarimriver basin asthe object of study, using
attribute reduction agorithm of rough set theory to
screen condition attribute set (temperature, humidity,
rainfal, etc) and to establish minimum decision table,
and using the BP neura network to establish forecast
model. The method can not only reduce the datadi-
mension and thecomplexity of computing, but asoin-
creasetheforecasting precision.

ROUGH SET THEORY

Theimperfection and uncertainty of prediction of
pest attack hasawaysbeen adifficult problem for re-
searchers. rough set theory isamathematical tool that
can describeimperfection and uncertainty, can effec-
tively andysisand ded withimprecise, inconsstent, in-
completeinformation, and find theimplicit knowledge,
reved thelaw of potential. so, rough set theory ismore
suitablefor prediction of forest pestsin comparing many
methods processing uncertain knowledge. the basic

conceptsof rough set theory isintroduced asfollows®
10)-

L ower approximation and upper approximationt
of rough set

K =(U,S) isagiven knowledgebase, u repre-
sentsadomain of discourse, s representsequivalence
relation clusterintheU,thenwvXx < U andaequivaence

relation of thedomain of discourseis r < IND (K) jwe

definethelower approximation and upper approxima:
tionof thesubset ( x ) areasfollows:

R(X) ={x|(vxeU) A ([X]rc X)}
=UY (VY eU /R A(Y < X)} @

R(X) ={x|(VxeU)A(X]rN X = D)}
Y [(Y U TR) A (YN X = D)} @

Lower approximation named R(X) and upper ap-
proximation named R(x) of the set havethefollowing
propertles

(DR(X) = X =R(X)

(2) R@)=R@)=2,RU)=RU) =U

(3) R(XUY)=R(X)UR(Y)
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(4) R(XUY)=R(X)UR(Y)
(5) XcY=R(X)=R(Y)
(6) X =Y =R(X)<=R(Y)
(7) R(XNY) = RX)NR(Y)
(8) R(XUY) 2 R(X)UR(Y)
(9) R~ X) =~R(X)
(10) R~ X) =~ R(X)
(11) R(R(X)) = R(R(X)) =R(X)
(12) R(R(X)) = R(R(X)) = R(X)
(13) R(X) =~ R(~ X)
(14) R(X) =~ R(~ X)
(15) X c R(R(X))
(16) R(R(X)) < X
Therdation between approximation and member
The concept of member relationshipisput forward

by approximate set. Only when xe R(X), then xis

called Rmember relationship of the X. Inaccuracy of
the set isdueto the presence of edge boundaries, its
edge boundaries are the bigger, the accuracy is the
lower. Theconcept of gpproximate precisionand rough-
ness of the set areintroduced in order to more accu-
rately expressit.

A domain of discourse named U and an equiva
lencerelaionnamed RintheU aregiven, vX c U ,then
the gpproximation accuracy and roughness of the X that
equivaencereation named Rdefined areasfollows:

|R(X) |
) ===
TR @
B(X) =1-a(x) (4)
Where | R(X) | isthenumber of membersof theset X.
A division named ~U) of U is given, when
7(U) ={X1, X2,.., X} e [TU) , eventhisdivisonisinde-
pendent of R, among them, the subset named
Xi(i=12,..,n) istheequivaenceclassof . Thelower

approximation and upper approximation of Rof areas
follows

R(=(U)) = ROURX)U.ROG)=JRX) (5

— \(Zflz'logecézzofog
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R(z(U)) = R(X) UR(X2)U...R(%n) :Qﬁ()«) ®)

According to theaboveformula, the approximate
classification accuracy and quality of Rof areasfol-
lows

(U - ;lB(X‘) | _card(R(z(V))) _|R(z(V))|
RO IREW)) RO @
S R(Xi

A (UY) = ZIBO ararewy) _IRG0) | ©

(U]
When theclassification number isequa to one, ap-

proximate classification accuracy isequal to approxi-
mate accuracy of the set

Thereduction of condition attribute set

Reduction of knowledgeisthekerndl of therough
set theory. Usudly theimportant degree of knowledge
inknowledge base hasgrest difference, even someof
the knowl edgeis unnecessary. The purpose of reduc-
tion of knowledgeisto del etethe unnecessary knowl-
edgein keeping the same classification ability™*Y.

Real-timemonitor of theimpact factorsisacon-
tinuous process in forecasting insect pests of the
euphrates poplar forests, so theinformation becomes
more and more. So the reduction of theimpact factors
of pestsisvery important. The main task of thereduc-
tion isto del ete the unnecessary knowledgein keeping
the sameclassification ability, that isn dimensioninfor-

mation space {x,x,..., x} reduce to m dimension
{x1, Xz,..., X} (M<N).

The purpose of reducing condition attributeset is
that find anumber of condition attributesinnolosing
any informationin decisiontable. Reduction agorithm
of atributeset mainly includesblind deleteatributere-
duction agorithm, attributereduction a gorithm based
on Pawl &k attributeimportance, attributereduction a-
gorithm based on discernibility matrix, attribute reduc-
tion algorithm based on differencefunction, etc.

Thispaper putsforward animproved attributere-
duction agorithm based on discernibility matrix. The
original attribute reduction algorithm based on
discernibility matrix isasfollowg2:

K ={U,CcUD,V, f} isagivendecisontable, anong

BioTechnology — amm—

card(U) U]

them U ={x,x.,..,x}, IS domain of discourse

|U = nandthediscernibility matrix of decisontableis
asfollows.

Ci C2 .. Cnm cu * .. *

M Ca1 Cz .. Can Ca Cz *

peo=(@ee=l L ©)
Ci G2 .. GCm G Cn2 Con

Wherei,j=1,2,...n.

{a|(aeC)A(fa(x)= fa(X))}, fo(x) = fo(x)
&, fo(x) # (%) A fe(x) = fc(x)
-, fo(x) = fo(X)

Theprocessof atribute reduction algorithm based

ondiscernibility matrix about asfollows:

(D).Input: K ={U,CcUD,V, f};

(2).Write the lower triangular matrix of the
Mnn(K) = (Gi)nxn according to the definition of
discernibility matrix, wherei,j=1,2,...,n.

{{oﬂ(a e C) A (fa(x) = fa(X))}, fo(x) = fo(X)
Cij =

Gj =

(10)

@, fo(x) = fo(x) A fe(x) = fe(x)
—, fo(x) = fo(x)

(3).Search discernibility matrix. If thevalueof dl ele-
mentsarenot equal to &, turnto (4) steps, other-
wisequit.

(4).Search discernibility matrix, and dl singleattribute
element value assigned to COREc(D), output:
COREc(D) ={a | (@ € C) A (Foi, ((ci € Maxn(K)) A (61 ={a} )}

(5).Find out dl possibl e ttribute combination contain-
ing relativekernel of D, judge whether they meet
thefollowingtwo requirements:

Thefirst condition: vaj € Maxn(K) , While ¢; 2 &,
thereis BNci = J;

The second condition: B isindependent.

If they meet thetwo conditions, thentheir valueare

assignedto REDc(D) , and dl attributes combina-
tion of including relativekernd of D aretraversed;
(6).Output RED¢(D) , end.

The process of attribute reduction algorithm
based onimproved discernibility matrix isshown asfol-
lows

(1).Input: K ={U,CUD,V, f};
(2).Cdl culate the dependency named y.(D)(« € C) of
the condition attributes named « ,while y.(D) =0,

Hn Tudian Jounual
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C=C—{a};
(3).Writealower triangular matrix Mn.a(K) = (Gi)nxn

accordingtothecondition atributeset of y.(D) =0,
there,:1,)=1,2,...n.

{a| (@ eC)A(Fa(x)# Fa(X))}, fo(x) = fo(x)
@, fo(x) = fo(x) A fe(x) = fe(x)
—, fo(x) = fo(X)

(4).Search discernibility matrix. If thevalueof dl ele-
mentsare not equal to &, turnto (5) step, other-
wisequit.

(5).Search discernibility matrix, and al singleattribute
element value assigned to COREc(D), output:
COREc(D) ={a | (& € C) A (Foi, ((Ci € Maxn(K)) A (61 ={a})))}

(6).Find out dl possible attribute combination contain-
ing relativekernel of D, judge whether they meet
thefollowingtwo requirements:

Thefirst condition: va; € Maxn(K) , While ¢; = &,

thereis BN = &;

The second condition: B isindependent.

If meet thetwo conditions, thentheir valueareas-

sgnedto REDc(D) , andtraversedl| attributes com-

bination of including relaivekerne of D;
(7).Output REDc(D) , calculate theimportance of at-

tributesooo(a) = (D) - 7c- (D), there, o e ¢, While

ooo(ar) >0.9,then REDc¢(D) < REDc(D)U e

traversedl attribute combination of the RED<(D) ,

cdculate credibility of the REDc(D)

(8).Output RED¢(D), end.

The comparison of theimproved attribute reduc-
tion agorithmwith previoudy known agorithmisas
shown in TABLE 1 based on the rough set analysis
software— Rosetta

Andthus, & thesametimeof meet therequirements,
theimproved a gorithm of attribute reduction based on

TABLE 1: Thecompar ativeresult between thetwoalgorithms

Gij =

Comparison Original  Improved
of the project algorithm algorithm
Subtract the number 12 8
The number of reduction 6 3
attributes
Whgther mest the YES YES
reguirements

discernibility matrix reducethecomplexity of computing,
thenumber of conditiond attributereduction and thenum-
ber of condition attributesafter reductionthan theorigi-
nd adgorithm hasobviousadvantages. Experimentsshow
that itisan effective method of attributereduction

VALIDATION OFIMPROVEDALGORITHM

Matlab r2009a, Windows X Pwere selected asthe
software platform of the forecasting model; PC ma-
chine, INTER dual-core processor, 2G memory were
sdlected asthe hardware platform. Thesmulation test
content included two parts, thefirst part wasthefea-
ture reduction based on rough set theory; the second
part wastest for accuracy of theforecasting moddl.

Featurereduction based on rough set theory

Themainfactorsthat pests(Springinchworm) hap-
pen includetemperature, humidity, rainfall, etcyfor ex-
ample, winter temperature, temperature and humidity
data of the March, April and may each year. Among
them, the domain of discourse
U={1998,1999,2000,2001,2002,

2003,2004,2005,2006,2007,2008,2009,2010,2011} the
condition attribute set { .~ xs } consistsof precipita
tion, averagetemperature, average humidity, accumu-
lated temperature, etc. Decision attributesisdivided
into four levels{ 1, 2, 3, 4} accordingtotheinitiation
period respectively. Thedecisiontableare established
asshowninTABLE 2.

Rough sat requiresthat attributeva ueof thesample
isdiscrete, so continuouscondition attributeva ue of the
decisontableneed to betransformedinto discrete. Meth-
odsof discretization mainly incdudeequidistancemethod,
equifrequent method, maximum linemethod, greedy d-
gorithm, discretization method based on genetica go-
rithm, candidate breakpoint set agorithm and MD heu-
risticagorithm, etid?!, Theequidistancediscretemethod
iIsssmple, practical and effective, thereforethis paper
adopted amethod of equidistancetoturntraining sample
set into discrete??. U{1,2,3,4,...,14} instead of year.
Theranfdl isdivided intofour grades, thatis{0,1,2,3},
theattributevaueof monthly rainfal betweenOand 1Lis
expressed asO;theattribute val ue of monthly rainfal be-
tween 1 and 2 isexpressed as 1; the attribute val ue of
monthly rainfall between 2 and 3isexpressed as2; the

s LBioTechnology
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attribute value of monthly rainfall between3and «is
expressed as 3.Similarly,attributeva ue of totd precipi-
tation, effective accumulated temperature, average hu-

midity and averagetemperaturearedividedintofour lev-
els. Thedecisiontableof discretization are established
asshowninTABLE 3.

TABLE 2: Decision tableof forecasting model of pests

sample
X2 X3 X4 Xs Xe X7 X8 X9

1998 7% 35 28 92 68 147 192 82 78
1999 80 28 16 89 69 145 193 80 76
2000 65 42 25 102 71 149 191 83 79
2001 72 15 19 87 67 150 196 82 76
2002 77 36 36 103 72 145 188 8 79
2003 82 26 23 75 68 153 196 81 78
2004 98 38 18 86 71 146 195 83 79
2005 79 43 28 95 69 149 194 8 80
2006 81 28 26 86 76 147 196 84 78
2007 86 18 35 79 79 150 189 82 79
2008 90 15 19 89 70 148 202 81 78
2009 98 32 26 115 73 149 197 83 80
2010 120 45 58 136 75 151 198 84 82

Condition attribute Decision
X10 X11 X12 X3 X  Xis X  attribute
68 3870 3550 3300 933 699 445 1
67 3745 3487 3078 945 785 467 2
69 3924 3815 3152 938 712 411 1
65 3601 3574 3067 971 724 435 3
68 3651 3589 2956 980 703 415 3
68 3646 3561 2914 912 687 460 2
69 3735 3600 3058 945 680 452 2
71 3617 3568 3018 925 705 476 3
68 3685 3630 2875 901 692 437 4
67 3726 3658 3281 887 683 418 3
69 3685 3587 3158 904 710 438 4
70 3557 3500 3398 998 725 468 4
71 4001 3825 3679 875 645 402 1
70 4156 4015 3855 867 635 397 1

2011 110 36 49 125 78 152 201 85 81

Note X : total rainfally X2 - X4 :rainfall of March, April and May, Xs - X7 : Average temperature of March, April and May, Xs - X0
Average humidity of March, April and May, xu1- x13: accumulated temperaturegreater than0!,5!, 10!, xu4 - X6 :accumulated

temperature less than - 10°¢, -15°¢, -20°c.

TABLE 3: Thedecision tableof discretization

SAMPLE CONDITION ATTRIBUTE DECISION
Xt X2 X3 X4 Xs X6 Xr Xs Xo Xwo Xu xeo X3 xu xs xs ATTRIBUTE
Ul 0 2 1 2 0 1 1 1 1 1 2 1 3 2 1 2 1
u2 1 1 0 1 1 0 1 0 0 0 1 0 1 2 3 3 2
U3 0 3 1 2 2 2 0 2 2 2 2 3 2 2 2 1 1
u4 0 0 0 1 0 3 2 1 0 0 0 1 1 3 3 2 3
us 1 2 2 2 2 0 0 3 2 1 0 1 0 3 2 1 3
u6 1 1 1 0 0 3 2 1 1 1 0 1 0 1 1 3 2
u7 2 2 0 1 2 0 2 2 2 2 1 2 1 2 1 3 2
us8 1 3 1 2 1 2 1 3 3 3 0 1 1 1 2 3 3
U9 1 1 1 1 3 1 2 3 1 1 0 2 0 1 1 2 4
uU10 2 0 2 0 3 3 0 1 2 0 1 2 2 0 1 1 3
U1l 2 0 0 1 2 1 3 1 1 2 0 1 2 1 2 2 4
ui12 2 2 1 3 2 2 2 2 3 3 0 0 3 3 3 3 4
ul13 3 3 3 3 3 3 3 3 3 3 3 3 3 0 0 0 1
ul4 3 2 3 3 3 3 3 3 3 3 3 3 3 0 0 0 1

Using theimproved attribute reduction algorithm
based on discernibility matrix ded with decisontableof
discretization. first of dl, dataof thedecisiontablewas
preliminary deal ed with according to thedependency of

decision attribute, secondly, thenuclear of decisontable
was quickly calculated by using the advantages of
discernibility matrix; finaly, reasonableruleswere ob-
tained according to values of attributeimportanceand
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reduction credibility. theimproved algorithm can a so
obtaintheminimum reduction of decisiontablewhether
thedifference matrix containssingleattribute el ements.
the minimum decision table of reductionisshownin
TABLE 4. condition attributeswerereduced from 16 to
8 after therough set s mplified the condition attributes.

TABLE 4 : Theminimum decision table of reduction

CONDITION ATTRIBUTE DECISION
SAMPLE XL X5 Xe Xs Xo Xz X5 X ATTRIBUTE
Ul 0O 0 1 1 1 3 1 2 1
U2 1 1 0 0 O 1 3 3 2
U3 o 2 2 2 2 2 2 1 1
U4 o 0o 3 1 o 1 3 2 3
us 1 2 0 3 2 0 2 1 3
U6 1 0 3 1 1 0 1 3 2
u7 2 2 0 2 2 1 1 3 2
us 1 1 2 3 3 1 2 3 3
U9 1 3 1 3 1 0 1 2 4
u10 2 3 3 1 2 2 1 1 3
Ull 2 2 1 1 1 2 2 2 4
u12 2 2 2 2 3 3 3 3 4
uU13 3 3 3 3 3 3 0 0 1
ul4 3 3 3 3 3 3 0 0 1
Test and analysis of the model

BP neurd network of threelayer was established,
set ainput layer of six neurons, hidden layer of 19
neurons, output layer of five neurons, learning rate of
0.5,inertiacoefficient of 0.8, target error of 0.01, the
iterative number of 200 times. Weightsand threshold
of BPneurd network were optimized by theimproved
particle swarm optimization (PSO) al gorithm245,

Forecasting model were established by not smpli-
fied dataand standard BP neura network, and not sim-
plified dataand PSO-BP neurd network, smplified deta
and BP network, smplified dataand the PSO-BP neu-
ral network. The compared results were shown in
TABLEDS.

TABLE5: Thecomparison of several kindsof prediction
modd

Whether _ Whether The accuracy of Trt?::?g
reduction? improved BP? model (%) S
NO BP 80.3 156.26
NO PSO-BP 83.6 126.32
YES BP 87.8 108.96

YES PSO-BP 90 85.76

————, FyurL PAPER

The above table showed that attribute reduction
method of rough set can eliminate the redundant at-
tributesand s mplify thestructure of BP neura network.
The combination of the rough set theory and the PSO
not only canoptimizethe BPneurd network, and shorten
thetrainingtime, but alsoimprovetheaccuracy of pre-
diction model. So, the method which rough set com-
bineswith neural network was reasonable and effec-
tive

CONCLUSION

Accurate prediction of forest pest isthe precondi-
tion of effective prevention and control. Inthis paper,
we used reduction d gorithm of rough set to preprocess
condition attributes, which combined withthe PSO-BP
neura network to establish prediction model, andim-
proved the accuracy of the prediction modd. The con-
clusonsaresummed up asfollows:

(1) At the same time to meet the requirement of the
application, theimproved attribute reduction algo-
rithm based on discernibility matrix reducesthecom-
putationa complexity and the number of attributes
than the origina method. Reduction a gorithm of
rough setisakind of efficient attribute reduction
method. However, the environment which insect
pests happen is changeable, the amount of datais
huge. M ore sophi sticated methods screening data
and efficient technol ogies mining dataneed to be
further researched.

(2) Rough set theory has strong ability to processim-
preciseinformation, PSOdgorithm hasstrong ability
to search and optimize weights and threshol ds of
BP network, BP neura network isfit for dealing
with nonlinear problemsespecidly for itsgood ahility
for nonlinear mapping. This paper combined the
threetechnol ogy to put forward akind of forecast-
ing method of forest pests, averagerecognition ac-
curacy reaches 90%, it can provide some refer-
encefor theprediction of al kindsof plant diseases
and insect pests.
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