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ABSTRACT

Inthefield of information processing, most of the existing text classification
algorithm is based on vector space model, but vector space model is not

ableto effectively expressthe document structureinformation, sothat itis Graph space model;
not enough to express the semantic information of documents context. In M aximum common subgraph;
order to get more semantic information effectively, by the study of text Similarity.

representation of graph space model, use Common node structural
equivalence and Common chain structure equivalence, analyse nodes and
edges of the maximum common substructuregraph, and judgewhichif isa
true semantic equivalence. Next, a data structure for text classification on
Graph space model was designed. On the basis of structural equivalence
analysis, the distance formula of “MCS” has been improved, then an
improved text similarity metric algorithm based on the graph space model
has been proposed, experiments show that the text classification method
iseffectiveand feasible.  © 2013 Trade ScienceInc. - INDIA

dataclassification. In 1960 Maron in Journa of ACM
published thefirst paper on text dataclassification. In
1963, Borko et al proposed aclassification analysis
method for document utilization factor. Subsequently
many scholarsin thisfield madevery fruitful research.
Research ontext classification can bedivided intothree

INTRODUCTION

Largetextisoften hidden vauableinformation. In
therea world, the most information need to be dealt
with can betransformed into text storage and repre-
sentation. Thetext isthe most important information

carier. Text classficationisgivenintheset of labelsin
advance, accordingto thetext content determinetext
classfication. Asanimportant branch of datamining,
text classification hasbeenwidely gpplied inthefield of
information filtering, informationretrieva, natural lan-
guage processing.

Research ontext classification beganinthenine-
teenfifties, Luhn™ in thisfield made groundbreaking
research, hefirst lead into statistical thoughtsfor text

stages: thefirst stageisthenineteen eighties, thisstage
mainly research on classfication theory; thesecond sage
isthe nineteen eightiesto nineteen nineties, experimen-
tal study on automatic classification; thethird stageis
nineteen nineties, later, practical stagewith thedevel -
opment of automatic classification. Thelnternet tech-
nology makesthetext dataincreased dramatically, this
time-consuming, poor flexibility, usedifficultincreesingly
and unableto meet the needs of practical application,
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and can be gradually replaced by methods of machine
learning®.

Vector space model (Vector Space Model) was
put forward by Professor Salton et a in 1968 and de-
veloped the document representation method. How-
ever, because thevector space model isamodel does
not consider thefeature order of bag of words of text,
though thismode brought in ca culation and theconve-
nienceof operation, but lost alot of information of text
sructure, aswdl aslack theinformation of featureterm
context. Thetext structureinformation or context in
natural languageisessential. Therefore, from the per-
spectiveof naturd language, vector spacemodd istill
not perfect. Aim at vector space representation model
defects, many scholars proposed document represen-
tation method based on thegraph modd. As presented
by Svetlanain his paper™ on Verb Net and the docu-
ment representation model based on concept graph;
Bhoo pesh and Pushpak in their paper® proposed to
construct feature vector to represent adocument ac-
cordingto the UNL®, and thetext clustering used by
SOM technology; and Inder Jeet and Ericintheir pa-
pert” also presented arepresentati on for adocument
modd for multi-document summarizationextraction. The
graph model dthough well reflectsthe semanticinfor-
mation of document, but istoo complex to give mea-
suresimilarity criteria, and some also need additional
supporting information. Recently, Adam Schenker etal
intheir paper’® proposed asimple method based on
graph model of the document, but their moddl isbased
mainly on the position of boolean association charac-
teristics, and did not consider thefrequency of feature
items appears. Sotheir model hasto be further modi-
fied and perfected. Kadd etc proposed based on word
co-occurrencere ationship between adjacent patterned
text representation method, whichissuitablefor thein-
dependent significance of thewordin English, isnot
suitablefor Chinesecharacter, and dsoignorethewe ght
information of edge.

Asaresult of the vector space model can not ef-
fectively expressthe structure of thetext information, a
text representation method based on the graph space
model isresearched. And onthebasisof thestructural
equivaence, further analyssof themaximum common
substructure graph nodes and edges are“‘real” seman-
ticequivalence, animproved text smilarity standardis
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proposed. And applied it to text categorization, the ex-

perimenta resultsshowstext classfication method based

on thegraph space modd isfeasibleand effective.
definitionsrelateto Graph model

Definition 1: Graphisadatastructurec = v, E,«, ),
inwhich

v(c) isnodesfinitenonempty seting .

E@)cvxv isdl theedgesseting.

a:V -y, isnodemarked functioning .

B:E—¥. iIsedgemarkedfunctioning.

¥, and =, mean nodes and edgeslabelssetin G,
under smplecase, anodeor edgeisonly onelabdl, in
the graph space model of text, the general node label
information represent the node term, and edge | abel
information reflect if thetwo nodeis adjacent. Some-
timesin order to distingui sh effectively different nodes
and edges, nodes or edges al so can have multiplela
bels, such asnodelabel can beterm frequency, docu-
ment frequency and thelocation information of term
appearing inthetext, edgelabel isthenumber two ad-
jacent nodes appearingintext or text set and text posi-
tioninformation. Given agraph datastructurein defini-
tion 1, nodesand edgesareonly onelabd, and if there
isno special, nodelabel ed terms, edgesmarked if the
two node were adjacency information.

Definition 2: G isthesubgraphof g, ,itismarked
withg cg,, ifv,cv, EcE nV,xV), vxeV,,
a(W=a,(x) Was established. ve=(xy)eE there
Was s (e) = 5,(e) . Onthecontrary, c, isthesupergraph of
G,.

Definition 3: 6, and G, arefor grgphisomorphism,
smplewrittenas G, =G, , if thereexigsabijectivefunc-
tion f:v,-v,, there is wxev,, o =a,(f(x) holds.
ve=(xy)eE, there exists e=(f(x, f(y) €E,, A(e)=2,(€),
holds, and there exists
e=(f(x), fY(y) eE,, B(e=p,e) holds. If v,=v,-z , then
G and G, arecaledthenull graphisomorphism. If there
exists abijective function f:v,»v,, make g and g,
graphisomorphism® and c, isthesubgraphof c,,
thenthesubgraph of , isisomorphismwith g, .

Definition4: Thereexis graph ¢, 6, and G, ,if the
subgraph of g isisomorphismwith, ,and thesubgraph

ve=(x,y)eE,,
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of g isisomorphismwith g, , then ¢ iscaledthecom-
mon subgraphof ¢, and G, .

Definition5: g, 6, and G, isgraph, ¢ isthemaxi-
mum common subgrapht*>* of ¢, and ¢, , itismarked
with mes(G,,6,), if ¢ isthecommon subgraph of 6, and
G, , there not existsother common subgraph ¢, then
| >|c| holds.

Thedistance measurement method between graphs

Thedistanceisametric method of two object Simi-
larity, it mainly introduces several graph distance mea
surement method. If thereisno specid, |c| meansthe
sizeof g, that isthe sum of graph nodes and edges,
max{ A, B} isthemaximum number operationsbetween
A and B.

()MMCS

Fernandez and Valiente proposed MM CS formular,
whichisbased on the maximum common subgraph

yes(G,G) =|MCS(G,G')| -|mes(G, G) (@]
(2)MMCSN

N | mes(G,G)
dMMCS\l (G!G)_l ‘MCS(G,G’) (2)

MMCSN isaformtheresult of MM CS standard-
izationfor theinterval [0, 1]

STRUCTURAL EQUIVALENCE

Common nodestructur al equivalence

Let 6 =\,.E.a.8) and G,=(, E,a, ) forapair of
graphs, a,,and B, isrespectively the adjacency ma
trix of ¢, and G, , nand mrespectively isthe number of

nodesof c and g,, inthecaseof A, adjacency matrix
iscongtructed asfollows:
1 (.j)eg
& :{o )¢k
Anisolation term generally do not reflect certain
semanti ¢ information, semantic of termsonly can be
obtained by analysis of other associated terms. Inthe
adjacency matrix, the rowsand columns of the matrix
reflect the node degreeinformation, namely node rep-
resentation termsand the adjacency condition of other
terms. Becausethe spatial mode! isundirected graph,

vi.jey, &)

so therow and column of matrix reflectstheinforma-
tionisconsistent. Then select two rowsvectors of A
and B respectively formtwovectors ¢ = (A, A, A,) ad
n=(B.,,B..B.,), ahdthetwo vector by computing cor-
relation coefficient to measurethe similarity of degree
of thenode“i” in ¢, andthenode i’ in G, thatis
structurd equivaencedegree of theterm expressed by
the node” and the term expressed by the node ““i*”’
sructura equivaencedegree. In practice, athough dif-
ferent terms may have the same semantic, but more
complicated to analyze, so only to those nodes who
represent the sameterminol ogy structure equivaence
analysis, that iscommon node of the maximum com-
mon subgraph meet the (i) = o, (1" .

Generdly speaking, twotermtagfor ¢, and G, set
x,, and =, , therewill be =, =3, , Sothedimension of
thevector ¢ and »isdifferent, Inorder tofacilitate com-
parison of correlations, it isneed to be expand between

G and G,, The purpose isto make G,/ = .E .o, )
and ¢, = (v, .E,.o,.5,) havethe sameterm tag set after
extending. Specificextensonsinthecaseof g,, aslong
asthetermsinthe x,, don’tappears in x,,, thetermis
asanisolated node (node degree0) toaddto G,. The
expansonof , issmilal** with ,.

The ¢, and 6, wereextendedto ; and G, , accord-
ingto g’ and G, to construct adjacency matrix » and
B, etV {01 k-1, v, ={0.1,, (k-1 , kez . FOr cOn-
venient operation, » isdefinedasfollows:

O I @

g isdefined asfollows:

g =)t (a5 (o (), a5 (e (V) €
o other

vuyveV (5)

L et themaximum common subgraphof ¢, and G, is
Gree=(Vireo Enen s Bres) » tEN, COMpUte structure equiva ent
degree of node iev,., which can be obtained by
&= (Ao Ky K and o' = (8,8, B).) , Which is com-
posedof »and g . Firgly, themeanvaueandvariance
for row vector of theadjacency matrix areasfollows:

IR
He= LA (6)
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2_1 ' 2
O _EZ(AI _/-15') (7)
v
Moy n Zl: B (8)
UZ:EZ(B! -u )2 9
7 n4 (] n' ( )

Then, the correl ation coefficient of ¢ and 7 isas
follows

2 (8, - B - 1)

65'677'

210)=x.,= (10

Need to consider two specid casesintheresulting
formulas (13), when thedenominator is0, hereiswith
0. eXxample:

Thefirs casg, if dl thedimensonof the ¢ is1, and
then . is0, in practice this casein the experiments
nearly doesnot appear.

The second casg, if dl thedimension of the ¢ iSO,
said node*“i ” is an isolated point. Because of experi-
mental structure graphisan undirected graph, andin
the establishment of the adjacent table, first filter text
segment only having singleterms, so before G, expan-
sion, therearenot theisolated point, only generatein
theprocess of graph expansion, but thiskind of nodes
in ¢, doesnot exist, sothereisno necessary to do the
nodesmilarity.

Moreover what needsto explain, becauseinthe
text graph mode has certain particularity, the product
for the number of representativetermsof node i in g,
adjacent termsand the number of representativeterms
of node i in G, adjacent termsaregenerally lessthan
£, UX,, , thissituation makesthenode i representa-
tivetermsin ,and G, without common adjacent terms,
z(i)<0, Thiscanactualy think of node i representative
termsinthetwo graph doesnot havethe correl ation.

Sofar, onthebasis of thecommon node structure
equivaenceanalysis, MCSformulacan bechanged as
followsform:

> x(i)

1€Vies

d(G,G,)=1-—
v max{\GlMGz\}

1)

Common chain structureequivalence
TheFormula(14) only consider thenodestructure

BioTechnology —

equivalent degree, intext the phrasestructure a so con-
tainrich semanticinformation, therefore, onthe basisof
the node structure equivaence anaysis, the common
chain*8 structure equivaenceandysisisgiven.

Definition 8 spanning treereferstoalinking graph,
passing the edges set and all nodes of graph constitute
the minimum connected subgraph of graph of being
called depth-first traversal or breadth-first traversal
(DFS), namey aminimum spanning treeof aconnected
graph.

Definition 9 Generation forest refersto an uncon-
nected graph, each nodes set of connected component
and theedgestraveled together formaplurdity of span-
ning tree, these spanning tree of connected graph con-
stitutes spanning forest of unconnected graph.

Definition 10 common chain refersto spanning tree
two of the maximum common subgraph inwhichall
nodes number are greater than 1. Let L={,,,---,} be
common chain of the maximum common subgraph
Setien(), betheedgesnumber of common chain, v, be

al thenodesset of commonchain |, g bedl theedges

set of common chain |, then structurd equivaencefor-
mulaof commonchanL is.

x=len([ T xG) (12)

After increasing common chain structure equiva:
lent, theformula(11) ischanged into:

Z Z(i)"';}\

d(Gerz) o {

13
max {[G],[G,]} &

At thispoint, measuring the distancefunction be-
tween graph and graph through structure equiva ent of
the common node and common chainisbasicaly es-
tablished. so, s milarity formuld*2 betweentwo graphs
isasfollows:

> 2+ 7

(G, G 1=

— 14
G.[GJ]} (49

THE IMPROVED GRAPH SPACE MODEL

Datastructure

Infact, many text classification playsanimportant
roleinthe Statistical information hasnot been taken
into account by formula(14). Generaly speeking, Graph

Hn Tudian Jounual
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spacemodd of themoreimportant statistical informa:
tion a so includesthe occurrence frequency and term
weight information between two adjacent terms; here
termweghtinformationismainly dividedintotwokinds.
Oneisthetermweight according to thevariousfesture
weighting formula; another isthelocationinformation
term appeared inthe Web text. In order to reflect the
dtatistica information so much the better, thedatastruc-
tureof thedefinition of 1isamended asfollows:

Definition 11 Graph space data structure
ISG=(V,E,a.a, ) ,inwhich:

v(c) isnodefinitenonempty set of .

E@G)cVvxv istheedgesset of .

o,V >3, isthefunction of nodelabeled termsand
oneto one correspondence between thenodeand term
G.

o,V -3, iIsmarked asweight functioninnode G .

B.:E -3, isacommon frequency function marked
adjacent nodesin .

Theimproved algorithm

Here, thedistinction of the definition 11 and the
definition 6.1 is expressed as the adjacent node co-
occurring number by s,, rather than merely reflected
whether node pair isadjacency. Another oneof thebig-
gest differenceisincreased the node weights marker
function «,, theweight vaueinformation arereflected
by «,, et thenodewe ght sequenceis (w,w,,---,w,) , €ach
weight proportion respectively is (x.x,.---,x,) , inwhich,
¥, =1, then, theweights of thenodej inthetext isfor:

(1)W1 W, 1)+ +x,W, (1) (15)

If thetraining set isweb formatted text, intext terms
locationinformationisasapart of weight, web text can
be transformed into a DOM tree to obtain the node
content, therefore, mark function of «, will beconverted
tothe DOM treeto obtain threekindsof locationinfor-
mation and giveacertanweight, if theterm appearsin
thelocation of <TITLE> value or the content position
of <META> keywords position properties, then the
nodeweightisb, if theweight gppear inthe other posi-
tionsfor thenodeweight is2, If aterm appear in mul-
tiplelocations, such astheterm ““ Sports ““ appear in
boththe<TITLE> tags, but also Inthe<BODY > la-
bel, then regardless of the number of term node*“ Sports

————, FyurL PAPER

“occur in each position, the weight value is 7 (5+2=7).

According to theimproved graph data structure,
Fromthetraining text set construct acomplex network,
and thenthrough the FSagorithm for festure selection,
extraction of thevarious categoriesof 1000 character-
isticswill condtitutethefesturedimengonreductiondass
diagram g , therefore, text categorization can actualy
be seen assimilarity comparison of processof said to
betest text graph and each classdiagram after dimen-
siondity reduction, similarity degreeisbigger with G,
and themorelikely bel ongsto the category.

Inthe FSa gorithm[22], festure extraction sequence
can be used asaparameter of feature wel ghts because
thetrainingtext setsisnot HTML/XML formatted text,
so theterm nodej containsonly the sequence weight
informationt (j) of festurediscovery, sothenodeweights
marked functionis «,(j)=t() .

Adding nodeweight information, formula(10) is
changedinto:

2/ 0)=1()a,() (16)

After adding nel ghbor node co-occurring timesand
nodeweight information, formula(6.15) isamended as
follows
1 =0en)X B[] 20)

ecEl iev

17
Therefore, the smilarity formulafor the category
diagram G andthetext graph ¢, is

PRI
S2(G ,Gi):u 18
max{\G‘MGI ‘} (18)

EXPERIMENTSAND RESULTSANALYSIS

IntheWindows X Penvironment, using Eclipse 3.2
and JDK 1.5 asthe devel opment platform, thealgo-
rithm waswritten and realized. Experimenta machine
configurationisfor P1.6GHz, 512MB memory, 120GB
hard disk. Experimental dataderived from Fudan Uni-
versity, Li Ronglu with the Chinesetext classification
corpus.

Experiment content

Inorder to verify text classification effectiveness
based on the graph space model with the performance
evaluation parameters. recall, precison and F1 va ue.
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Experimenta datafrom the data source selected three
texts of sports, economy and art, thetraining setis3
X700 texts, test set is for the sports 1254, economy
1601, art 850. community discovery algorithmfor the
extraction of three categories, each of the 1000 char-
actersare composed of three classesgraphs, thetested
text expressed asgraphisdivided into the greatest cat-
egory s milarity With the category graph. Experiments
were done classification performance analysison the
followingtwo similarity formula, syG,G,) issmilarity
formuladetermined by theMCS, itisasfollows:
Imes(G,,G,)|
max{ |G|.|G,|}

And based onthestructural equivaencetheory, the
formula(22) wasimproved, it ischanged intoformula
(23).

SUG, G,) = (19)

mes(G,.G,)

G,) = MGG
MGG = (GG,

(20)

Theexperimental resultsand analysis

Experiment counted two similarity formulafor clas-
sfication of recal, precisonand F1vauesin TABLE
landin Figurel, joined by the experiment!®! calcula
tion thefeaturewel ghtsand classification effectinNB
classification are compared.

TABLE 1: Therecall, precision and F1 valueof three meth-
odsin each category

Weighted SPORTS» ECONOMCSe ARTSe
method
and

classifiere

recalle | precisions) Fle recally | precisions] Fle recalle | precisions] Fle

Sle 0.71924 0.8567 | 0.7816¢ 0.703344

0.8252q 0.7722¢ | 0.79784 0.74364 0.6745¢

FS=NB+ | 0.81984 0.9262¢ | 0.87724 0.87824 0.8460¢ | 0.8671+4 0.86604 0.7833¢ | 0.82334

820 086444 003382 | 080774 080774 00145¢ | 0.02414 002404 088800 | 0.02544;

1.000

0.900
0800
0.700
0.600
0500
0.400 ! !

Recall Frecision F1

Figurel: Classification performance presentation

S1
FS
S2

(1] |

Therecdl, precision and F1 valuefor various cat-
egories, and macro averageismade, the classification
performanceisasshowninFigurel.

Fromtheexperimenta statistical data, after joining
common node and common chaln structureequivaence
anayds, between graphssimilarity metricformulas S2
and S1 were compared, classification performanceis
Improved to acertain extent.

CONCLUSION

Because of VSM lost text structureinformation,
text classification method based on the spacemode is
Launched study. Although us ng maximum common sub-
graph measure similarity of two graphisarelatively
common method, but these methods havenot madefull
use of space model containing lotsof semanticinfor-
mation, text classfication resultswere generally poor,
therefore, onthe structurd equivaencebas's, thus pro-
posed the similarity measure formulabased on graph
spacemodd, Finally results show the effectiveness of
this method by experiment. The next step is how to
givethesimilarity metricsfor text classification based
ontheauxiliary dictionary text concept graph model.
Which text classification approach to use dependson
therequirementsof subject.

THE FURTHERWORK AND THE
PROBLEMS

With text information scaleexpansonand divers-
fication of theformstext informationfieldisfull of op-
portunitiesand chalenges, bothintheory and in prac-
tice, for thestudy of text classfication hasgreat devel -
opment space, different sample sets, modd of text rep-
resentation, feature selection agorithms, classification
model and the methods of evaluation, which havea
certainimpact for thetext classficationresults. Thefol-
lowing researchwork mainly includes:

Thedifferenceof different wordswith the sametext
contribution to thetheme of thetext isvery big, how to
useprior knowledgeto anayse semanticinformation of
thedifferent wordscontain, whichwill havetheexpres-
siontext for text semantic model ismore accuratethan
the subject content.

M ost researchersonly to establish their own sets
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of documentsand manud identification of each catego-
riesof documents, consumesalot of timeand effort at
thesametime, itisdifficultto objectively evauatetheir
ownwork. So theresearch on Chinesetext classifica-
tion and research organization, isaurgent task of Chi-
neseclassified sampleset.
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