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ABSTRACT KEYWORDS
In recent years, aerobics have been rapidly developed in China; these Special performance;
achievementsare also obviousto all. To further improve Chinese aerobics Prediction model;
level, itisindispensibleto make analysis of itsresult. Eachitem evaluation BP neural network;
indicatorswhich require being analyzed and defined exactly include many Aerobics,

kinds of indicators; it shows each indicator performance and overall Performance evaluation.
performancerelations by establishing threelayers’ BP neura network which
contains input and output layer as well as the hidden layer. The paper
applies mass and athletes’ two kind of people performances to make
comprehensive evaluation for aerobics performance prediction, the result
shows each sample value’s actual value and predicted value are very
approximate, the former error islessthan 5%, and thelater error islessthan

0.1, whichindicates BP neural network hasvery high and widely fitnessto

aerobics comprehensive eval uation after training.
© 2014 Trade ScienceInc. - INDIA

INTRODUCTION

Aerobicsisintroduced to Chinaaround in 1980s,
during morethan 30 years, aerobicshave been widely
spread, well received by mass, and Chinahasaready
arrived at international advanced level in some specia
events, Asearly as 1990s, Chinahas established aero-
bicsassociationin Beijing, whilelater also establishes
aerobics management and commanding center. Dueto
aerobicsisloved by people, country pays more atten-
tion to it, and so aerobics research has aso made
progress; aerobics players display their competitive
capacitiesby physica quality, function and body shape,
whichisoneof important partsin aerobics performance.

Dueto aerobics performance decides competition re-
aults, it isvery necessary to make research on perfor-
mance.

For aerobics performance evaluation, lots of
people have made efforts, and got results, which pro-
videsimpetusfor sportsand rel ative undertakings de-
velopment. For example, Wang Fang® proposed aero-
bicsplayers’” specid technical featuresand evaluation
system, fromwhich hisweight was achieved by adopt-
ing expertsand experience aswell as other methods,
which had stronger obj ectiveness; Wang Ni? estab-
lished aerobics specid performance evaluation model
based on neural network, and applied multiplelinear
regression method predicting aerobics performance,
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besides shed so provided correct plansfor improving
aerobicsplayers’ quality levels; Yin Hang® put for-
ward different levels aerobics players’ physical
quality,body shape and technical research and analy-
gs

This paper on the basis of previous research re-
aults, gppliesBP neurd network agorithm making com-
prehensive eval uation on aerobics performance. And
tofurther provethemodd rationdity, it sointroduces
two relative examplesto verify, which indicatesthe
model hasvery widdy application.

BPNEURAL NETWORK THEORY AND

The input layer

The hidden layer

The output layer

SPORTSPERFORMANCE HANDLING

Itiswel known that aerobicsincludestwo parts
that arerespectively composed of exhibition scoreand
motion completion score; ingenerd, exhibition scoreis
emotiond, it putsemphasison overdl presentation, and
motion compl etion performanceisrationd, it putsem-
phasison details, but actually two performancetends
to appear uneven status, and thenit will need BPneurd
network modd to exploretheir mutual relations, sothat
it formsinto neura network mode?. After rdativetrain-
ing, weonly input motion compl etion scoreinto the neu-
ral network model, themode itself will work out total

Figurel: Neural network theory process
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The input layer
Figure2: BP neural network nervecell structure

x(25)
x(26)

hidden layer  output layer

BioTechnologqy —

Hn Tudian Jounual



BTAIJ, 10(3) 2014 Dan Li and Fenglong Sun 513

e, FyLL PAPER

TABLE 1: Competitionrule

Music matching Pace Body posture

Health: Completely sets of music showsactive  Accuracy: Pace shows gymnastic exercise Coordination: Participating athletes’ trunk and

,natural dynamic and other metal outlook motion position accuracy. limbs simultaneously motion completion ability.
Regularity: All participating athletes’

Uniformity: Music rhythm and steps changes Stability: Participating athletes’ limbs governing
simultaneously motion paces completion

natural perfect combination. body continuity
consistency degree

Harmony: Whole set of exercise style and Elasticity: Participating athletes’ motions Control force: Participating athletes governing and

music rhythm ups and downs changes perfect ~ completion process presented light and deft adjusting body capacitiesin completing one motion

combination paces process

TABLE 2: Aerobicsgrading result

Sample Coordination Stability Control force Health Uniformity Harmony Accuracy Regularity Elasticity Total score
1

8.2 9.1 8.2 8.5 8.2 9.2 9 9.2 8.2 8.7

2 9 9.8 8.2 9 9.3 9.8 9.8 8.2 9.5 9.1
3 8.8 8.5 8.8 9.2 9.5 9.4 9.3 8.5 8.5 8.6
4 8.4 9.3 8.5 8.2 8.6 8.2 8.2 9.1 8.5 8.5
5 7.9 8.1 7.8 7.8 7.7 7.6 7.9 7.8 6.9 7.7
6 9 8.5 8.5 8.6 8.5 8.2 8.8 9 8.6 8.6
7 8.6 9.1 85 8.2 8.3 9.3 85 8.2 85 8.6
8 8.7 8.8 8.9 8.9 9.1 9.2 8.9 9 8.8 8.9
9 9.5 9.6 9.2 9.8 9.5 9.8 9.6 9.8 9.5 9.6
10 9.3 9.2 9.5 9.8 8.9 9.4 8.9 9.1 8.2 9.1
11 8.5 8.7 8.5 8.3 9 8.6 8.5 8.9 9 8.7
12 8.6 8.8 8.6 8.2 85 9 85 9 8.8 8.7
13 8.7 9 8.7 8.9 8.5 9 8.6 8.9 8.4 8.7
14 9.5 9.8 9.3 9.8 9.5 9.8 9.6 9.6 9.5 9.6
15 7.9 7.8 7.6 7.8 7.8 7.3 7.6 7.8 7.9 7.7
16 9.8 9.5 9.5 9.3 9.6 9.6 9.2 9.5 9.4 9.5
17 8.5 8.2 8.7 8.5 85 8.9 8.8 8.8 8.8 8.6
18 8.3 8.8 8.5 8.6 8.5 8.8 8.5 8.9 8.9 8.6
19 6.8 6.5 6.8 6.7 6.5 6.8 6.8 6.9 6.8 6.7
20 9.5 9.2 9.2 9.5 9.2 9.5 9.5 9.5 9.6 9.4
21 8.9 9 9 9.3 9.2 9.3 8.9 9.2 9.2 9.1
22 8.5 8.8 8.8 8.1 8 8.6 85 8.8 8.8 8.2
23 9.6 9.4 9.4 9.5 9.6 9.4 9.2 9 9 9.3
24 9.2 8.9 8.9 9.1 9 8.9 8.8 9.1 9.5 8.9
25 8.2 8.8 9 8.8 9 8.6 9 9 85 8.8
26 8.5 8.5 8.8 8.6 8.9 9.1 8.8 8.6 8.5 8.7
27 6.8 7 6.8 6.9 6.8 7.5 6.9 6.8 7 6.9
28 8.2 85 8.6 8.2 8.2 8.5 9.1 8.8 85 8.4
29 9 8.9 8.2 8.8 8.9 8.6 8.8 8.5 8.8 8.7
30 8.9 8.6 9 8.8 8.9 8.1 8.9 8.8 8.9 8.8
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TABLE 3: Aerobicsgrading analysisresult

Sample No. Predicted value Actual value Percentage error%

1 9.116 8.7 4.17
2 9.37 91 2.7

3 8.284 8.6 -3.16
4 8.893 85 3.94
5 7.508 1.7 -1.92
6 9.098 8.6 4.98
7 8.89%4 8.6 2.95
8 8.819 89 -0.81
9 9.682 9.6 0.82
10 9.323 9.1 -2.23
11 8.583 8.7 -1.17
12 8.933 8.7 2.33
13 9.12 8.7 4.2

14 9.373 9.6 -2.27
15 7.507 1.7 -1.93
16 9.724 9.5 224
17 8.997 8.6 3.97
18 8.782 8.6 1.82
19 6.927 6.7 227
20 9.115 9.4 -2.85
21 9.089 9.1 -0.12
22 7.866 8.2 -3.34
23 9.256 9.3 -0.44
24 8.842 8.9 -0.58
25 9.161 8.8 3.61
26 8.67 8.7 -0.3
27 7.361 6.9 4.61
28 8.876 8.4 4.76
29 9.116 8.7 4.16
30 9.235 8.8 4.35

performance, so that it can improvethe competition
total performance accuracy.

Aerobics performance prediction model neural
network theory

Hierarchical neura network isonekind of neura
network two connectionways, it isafeedforward mul-
tiple layer network model, neurophysiology and
connectionism structurebasic handling unitsratio tends
to becaledasnervecdl, asfollowing Figure 1 show:

Onenervecdl k isexpressed by following formula

Uy =Zwikxt @)
t=1
Y =f(u, +by) @

Inaboveformula, b, referstonervecdl unit thresh-
oldvaue, u, isinputsignal linear combinations’ out-
put, vy, refersto output signal, w, is k protruded
weight, X, isinputsignd, and F () isanactivated func-
tion, corresponding function formulaisasfollowing:

. )

f(v)=
™) 1+e™

Atfirg establishtoplayer: input layer, medium|layer;
hidden layer, bottom layer; output |ayer such threelay-
ers’ BP neural network model structure. Meanwhile,
though no any connectionsamong them, their nervecdls
aremutua correlated®. Theagorithm learning process
iIscomposed of two directionsthat arerespectively for-
ward direction process and reverse two propagation
processes, fromwhich, the processfrominput layer to
hidden layer and then transfer to output layer isinfor-
mation forward direction propagation, but onceend
cannot get corresponding output result, it will automati-
caly turnto reverse propagation, and themode weight
values defining and adjustment are adopting reverse
propagation learning algorithm!®. Thealgorithm can
thoroughly reflect their inner fegtures, thereforeheover-
comes grey model and multiple regression serioudy
shortcomings. Weknow BPneura network nervecell
doesnot change; corresponding mode isasfollowing

Figure2:
For BPnervecdl, itsinputendis:
net =X W, + Xo,Wo + -4+ X W, 4)

In above formula, connection weight value:
W

n

Wl'WZ'“.

Inputvaue X, X,,--, X,

Thesenervecdllsall activated functionall uses

typefunction, thefunction not only is continuous but
asocanderive.

Original datastandar dization process

Definethat between 0 and 1isBP neural network
nodevaue, if input information hasn’t arrived at hidden
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TABLE 4 : Women’sgroup nor malization result

Evaluation indicator ( P ) normalization result

Evaluation objective

Sample No.
P1 P2 Ps P4 Ps Pe (T)
1 0.25 1.00 0.46 0.18 0.68 0.44 1.000
2 0.25 1.00 0.15 0.41 1.00 0.57 0.384
3 0.13 0.77 0.08 0.00 0.77 0.93 0.418
4 0.00 0.07 0.00 0.06 1.00 0.74 0.268
5 0.38 0.42 0.15 1.00 0.77 0.00 0.284
6 0.25 0.90 0.31 0.82 0.77 0.67 0.276
7 0.25 0.42 0.69 0.06 0.82 1.00 0.303
8 0.63 0.00 0.69 0.41 0.55 0.03 0.328
9 0.25 1.00 0.46 0.18 0.68 0.44 0.071
10 0.25 1.00 0.15 0.41 1.00 0.57 0.00
11 0.13 0.77 0.08 0.00 0.77 0.93 0.325
TABLE5: Men’sgroup normalization result
Evaluation indicator ( P ) normalization result Evaluation objective
Sample No.
P1 P2 Ps P4 Ps Pe (T)
12 0.11 0.62 0.35 0.00 1.00 0.72 0.063
13 1.00 0.40 1.00 0.90 0.76 0.52 0.003
14 1.00 0.00 0.82 1.00 0.94 0.71 0.355
15 0.44 0.60 0.24 0.48 0.12 0.90 0.767
16 0.44 1.00 0.00 0.52 0.06 0.00 0.066
17 0.78 0.00 0.88 0.60 0.65 1.00 1.000
18 0.00 1.00 0.47 0.50 0.65 0.80 0.153
19 0.67 0.00 0.65 0.46 0.00 0.52 0.901
20 0.44 0.50 0.47 0.36 0.06 0.43 0.296
21 0.33 0.38 053 0.34 0.76 0.86 0.007
12 0.11 0.62 0.35 0.00 1.00 0.72 0.063
layer, then the nodeis O, therefore to avoid the fault £ EZ o )2
status, we adopt standardization handlingwiththese  —¢ — 244k ik (7)

origina data, adopt:

l=Vdm=n+a ®
Hidden pointinitial number values can bedefined
by formula(2), thatis:

1=+0.430m +0.12n2 + 2.54m + 0.77n + 035+ 051 (6)
Among them, in abovetwo formulas, a isacon-
stant, and isanumber between 1and 10, n, m arethe
number of output and input nodes. Wework out aini-
tid vaueby formula(1), and then solveit gradualyt™.

Defineerror

Assumewhen outputs network, error valueis:

If E= Z E, isthesum of wholeprocess gener-
ated output errors, from whichin aboveformula, 0y,
isactual output value, Y, isideal output value.

Weight value adjustment &9

Known:
Ay@ji =Md, 0y, >0 )]
Theformulaisweight value adjustment formula,
fromwhich: n issteplength, A, @ is »; adjusted
value, j isoutput nervecel.
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Input sample Output sample Prediction error
Sample No.
1 P2 P3 P4 Ps Ps P1 P2
1 0.25 100 0.46 0.18 0.68 0.44 0.976 0.024
2 0.25 100 0.15 041 1.00 0.57 0.438 -0.053
3 0.13 0.77 0.08 0.00 0.77 0.93 0.444 -0.025
4 0.00 0.07 0.00 0.06 1.00 0.74 0.132 0.136
5 0.38 0.42 0.15 1.00 0.77 0.00 0.395 -0.111
6 0.25 090 031 0.82 0.77 0.67 0.314 -0.038
7 0.25 0.42 0.69 0.06 0.82 1.00 0.298 0.005
8 0.63 0.00 0.69 0.41 0.55 0.03 0.305 0.023
9 0.63 028 031 0.53 0.45 0.06 0.085 -0.014
10 1.00 1.00 1.00 0.29 0.00 0.15 0.029 -0.029
11 0.13 0.77 0.85 0.00 0.50 0.71 0.352 0.027
12 0.11 0.62 0.35 0.00 1.00 0.72 0.126 0.063
13 1.00 0.40 1.00 0.90 0.76 0.52 0.008 0.005
14 1.00 000 082 1.00 094 071 0.342 -0.013
15 044 060 024 048 0.12 0.90 0.759 -0.008
16 0.44 1.00 0.00 0.52 0.06 0.00 0.071 0.005
17 0.78 000 0.88 0.60 0.65 1.00 0.963 -0.037
18 0.00 1.00 047 0.50 0.65 0.80 0.167 0.014
19 0.67 0.00 065 0.46 0.00 0.52 0.893 -0.008
20 044 050 047 0.36 0.06 0.43 0.303 0.007
21 0.33 038 053 034 076 0.86 0.014 0.007

BPNEURAL NETWORK PERFORMANCE
ANALYSISBASED ONAEROBICS

Indicator selection

We know that aerobics competition ruleis com-
pose of three major aspects’ ninesmall indicators, as
TABLE 1 show?;

Samplesdefining

Select fiveteachersfrom aerobics physical educa
tion class to respectively make judgment on 30 stu-
dents’ each scoreand total score, and takeitsaverage
vaueasTABLE 2

M odel establishment

After inputting 9 piecesof nodes, adopt BP neura
network and according to formula(3) selecting nerve
cdl, andthenif output onenodeis1, letittobe y,we

let maximumtraining parametersto be 9000, pacevaue
is1.1-1.6, and calculated resultisas TABLE 3 show:
From above TABLE 3, itisclear that all relative
errorsfluctuate around 5%, from sample 1 to sample
30, their relativeerror minimum vaueisNo.21 sample
that error is-0.12%, maximum error isNo.28 sample
that valueis4.76%, thereupon each sampleerror value
issmaller than 5%, which provesaerobics competition
performance and BP neura network arenon-linear and
aso showsBPneurd network input and output areal o
non-linear, it meansnetwork trainingissuccessful.

BP neural network performanceanalysisbased on
aerobicsplayers

Make corresponding filtering on selected datathat
used for establishingasample set. Let snglearm push-

uptobe p,, supporttobe p,, 15squick kick tobe p;,
splittobe p, , 800m running to be p;, standinglong

BioTechnology —

Hn Tudian Jounual



BTAIJ, 10(3) 2014

Dan Li and Fenglong Sun

517

————, FyurL PAPER

jumptobe p, . Corresponding performanceis T, and

donormaizationonit, itsfunctionis:
y = (x — min value) /(max value — min value) 9)

Men and women normalization results are respec-
tivelyasTABLE4and TABLE 5show :

Inthefollowing, wefilter six kind of performance
indicatorsastheir corresponding results samples, input
theminto corresponding agorithm, input matrix p for-
mula6 columns 21rows matrix, and then correspond-
ing output nervecell is1, it represent corresponding
performance, subsequently it will output a21 columns
1 rowsmatrix and further construct threelayers’ BP
neura network, objectiveerror is0.15,maximumtrain-
ingtimesis70000times redizeitscaculationby Matlab,
after completing operation, it getsoutput and input |ayer
dataasTABLEG6:

From TABLE 6, it isclear that men and women
athletes neura network model performance prediction
areveryided, their corresponding error rangewithin
0.1, sothepreciseishigher, which showsthemode is
correct.

CONCLUSIONS

(1) Accordingto aerobicsperformance, it establishes
BP neural network algorithm model that predicts
aerobicsplayers’ specia performance.

(2) By massperformanceevauation and predictingits
error lessthan 5% training, it getsaerobicsplayers’
evaluation and prediction aswell ascorresponding
error vauesarelessthan 0.1, which fully showsthe
modé rationality.

(3) Byactud examplesanayzingand explaining, it will
have profound i nfluences on future agrobi cs com-
petitions prediction, eva uation and testing athletes’
traning effects.
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