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ABSTRACT

Cloud computing needsto manage alarge number of computing resources,
while resources scheduling strategy plays a key role in determining the
efficiency of cloud computing. It is an important issue how to allocate
computing resources reasonably and schedul e tasks run effectively which
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can reduce the complete time and cost of al tasks.this paper built a
optimization model for Resources Scheduling of cloud computing system
and proposed an improved particle swarm optimization algorithm for the
built model. Finally, the result of the experiment indicatesthat the scheduling
system canimprovetheefficiency of dispatching resourceand the utilization

ratio in the Cloud Computing system.
© 2013 Trade SciencelInc. - INDIA

INTRODUCTION

Cloud Computingisacomputing modd, providing
resourcein resourceto users by internet, of whichthe
infrastructure cloud of these resources need not be un-
derstood, acknowledged or controlled by users. Also,
Cloud Computingisabusinessmodel that distributes
task to computer resource pool, so that various appli-
cation systems can obtal n necessary computing powe,
storage space and avariety of software resources ac-
cordingly.

From theusers’ point of view, Cloud Computing
system can bedivided into two types, i.e., publiccloud
and privatecloud. Public Cloud isoperated and main-
tained by athird party, such as Google, Amazon, and
so on, providing resourcesto usersby Internet. Private
Cloud, built by enterprisesthemselves, isgenerally of

small scale, whileproviding I'T resourcesuitablefor
busi ness operations. Cloud Computing system put IT
resource into package and provideit to usersin re-
source.

At present, agrest number of studiesand researches
have been undertakenin al aspectsof Cloud Comput-
ing system, such as GFS (Google File System), Hadoop
architecture, Amazon’s Elastic Cloud Computing sys-
tem (elastic Cloud Computing, referred to as EC2)and
so on, thedeveloping am of whichisto takeeffective
use of geographically distributed resource, whileitis
very important for optimizing resource utilizationto gp-
ply to effectiveresource scheduling Srategy.

Inthescheduling strategy of Cloud Computing sys-
tem, we need to coordinately use the distributed re-
sourceinwhichthegloba agent isresponsibleto man-
agelocal agents, and local agents scheduleresource
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automatically and transparently. In order to implement
theload ba ancing and improveresourcetilizationand
throughput of the system in the node of Cloud Com-
puting system, how to schedul e resource becomesa
central mechanismin Cloud Computing system, while
the scheduling strategy depends on theload informa-
tion acquisition and thetechnol ogy processing compuit-
ing nodeinformation.

Particle swarm optimization (PSO)™ isaninnova
tiveartificid intelligencetechniquefor solving complex
optimization problems. Thisdisciplineisingpired by the
collectivebehaviorsof socid animassuchasbirdflocks
Therefore, how to obtain theload information of each
node and how to use PSO measurement and eval ua-
tion of thelocal agent to scheduleresourcewill bethe
main research directionsin clouding system.

RELATEDWORKS

Thispaper focuses on theimprovement onthere-
trieval speed of resource and the construction of Cloud
Computing systemwith high efficiency by studying the
scheduling methods and | oad balancing features under
the Cloud Computing environment. Mainly concerning
with the research of this paper, related works at home
and abroad are presented as bel ow?l,

GFS, the abbreviation of Google File System
(Google File System) launched by Google, can meet
the processing datarequirementswith rapid growth.
GoogleFileSystemisascdabledistributed file system,
suitablefor thelarge-scale, distributed, largeamount of
dataaccess applications, running on ordinary low-cost
hardware devices, while providing resource of higher
overal performance and fault tolerancefunctionswith
alarge number of users. However, aGFS cluster al-
ways handlesthe Master scheduling request by aglo-
bal agency to, so that the global resource agency will
become the system bottleneck under thelarge-scale
Cloud Computing environment with more nodes.

Asthefirst company to provideremote cloud plat-
form resources, Amazon called their cloud system as
the Elastic Cloud Computing (elastic Cloud Comput-
ing, referred toasEC2). Amazon builtitsElastic Cloud
Computing on the company’slarge-scal e cluster com-
puting platform, and users can operate the various
sampl esrunning on the cloud system by Elastic Cloud

Computing web interface, by which userscontrol the
completerunning samplesonvirtud machinesand handle
the scheduling requestswith the application of distrib-
uted approach to of local agents. However, Amazonis
lack of Load baance™ support inthe processof sched-
uling.

Aiming at thedynamic changing featuresof system
scheduling under theresourcerequest of Cloud-com-
puting system, on the basis of analysisand research of
load balancing®®" scheduling model's, aCloud Com-
puting system scheduling mode of hierarchical loading
bal ance has been proposed, following withthebasic
architecture of the system formwith adetailed design.
Findly anefficient resourcedlocation dgorithmhasbeen
achieved, whichtakesnot only the number of resource
of each loca agent but dso the performanceof thevari-
ouslocal agentsand the current load into account(®19,

SCHEDULING SYSTEM OF CLOUD
COMPUTING

Particleswarm optimization

Thecanonica PSOisapopul ation-based technique,
similar in somerespectsto evolutionary dgorithms, ex-
cept that potentid solutions(particles) move, rather than
evolve, through the search space. Therules(or particle
dynamics) that governthismovement areinspired by
model s of swarming and flocking. Each particlehasa
position and avelocity, and experienceslinear spring-
like attractionstowardstwo attractors:

. Itspreviousbest position. 11. Best position of its
neighborsin mathematica terms, theith particleisrep-
resented as x = (x,,x,..x,) inthe D-dimensional space,

where x, e[l,, u,1.d41 D], Id, ud arethelower and upper
boundsfor thedth dimension, respectively. Therate of
velocity for particle i isrepresented as v, = (v,,v,,,...v,,)
isclamped toamaximum velocity Vmax whichisspedi-
fied by the user. In each time step t, the particlesare
mani pul ated according to thefollowing equations.

Vig (8) = 2 (Vg (t=1) + Re (Pg = X (=) + RiC, (P = %o (t=1)) (1)

Xq (t)= Xq t-D+ Vig ®) )
whereR1 and R2 arerandom va uesbetweenOand 1,
cland c2 arelearning rates, which control how far a

particlewill moveinasingleiteration, p, isthe best
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position found so far of theith particle, p, isthe best
position of any particlesinitsneighborhood, and is
called congtriction factor (Clerc and Kennedy, 2002),
givenby:

2

2-9p-~Jp2-4p ©)

Where p=c +c,,0 > 4.

Kennedy and Eberhart (Kennedy and Eberhart,
1997) proposed abinary PSO inwhich aparticlemoves
in astate spacerestricted to zero and one on each di-
mension, intermsof the changesin probabilitiesthat a
bit will beinonestateor theother. Theveocity formula
(2) remains unchanged except that x,, , and areinte-
gersin{0, 1} and must be constrained totheinterva
[0.0, 1.0]. Thiscan be accomplished by introducing a
sigmoid function sy, and the new particle positionis
cdculated usngthefollowingrule:

X =

if rand < S(vid ), then Xq = 1; else Xiq = 0; 4
whererand isarandom number sel ected from a uni-
formdistributionin[0.0, 1.0] and thefunction sy isa
sgmoid limitingtransformation asfollows:
1
v ®)

1+e

S(v) =

L ayered scheduling system ar chitecture

Accordingto the prosand consof the above men-
tioned two kinds of scheduling modes, we have
brought out alayered scheduling model, inwhichthe
global agentisin chargeof collectingload information
of therelativelocal agent and all of theresourceis
submitted to the global agent, but different from cen-
tralized scheduling, not all of thesetasksaresavedin
the global agent resource submitted queuewaiting for
scheduling, but aredirectly assigned to local agents
by globa agent in accordancewith load balancing and
scheduled by local agents. Thustheglobal agent will
not interfere with the resource and itsload reduce,
which avoids becoming the bottleneck in the system
withitslessresourcewaiting time, in order to achieve
asmpler redlization than distributed scheduling. From
theview of thewhol eresource Cloud Computing sys-
tem system, taking centralized schedulinginlocd parts
and thedistributed scheduling in global oneswould
not only maintain the advantages of centralized sched-
uling, but also makeup for thedeficienciesof itinthe
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use of distributed scheduling onthe overall situation

layered scheduling system structure is composed of

thefollowing parts.

1) resourcedigtribution module, recelving therequests
for resourceand distributing it accordingtovarious
resource nodes in order to achieve the dynamic
rationa resourcedistribution.

2) PSO Scheduling, areceivingmoduleto adistribu-
tor, incharge of dynamic collection of load infor-
mation on various nodes, setting up thedigtribution
levelsof nodesand transmit theinformationtore-
source distribution module on aregular basis by
theanalys son the performance of node, node CPU
utilization, memory usageand | / O usage, and so
on.

3) Monitoring module, monitoring whether thelocal
agent overload or delay toolong to start re-sched-
uling strategy.

L oad balancingprinciple

Themainprincipleof Layered|oad baancing sched-
ulingisthat theglobal agent wouldreceiveall requests
for resource, and then digtributethemtolocd agentsto
implement scheduling based on certain principles, the
main purpose of whichisto enabletheloca agent per-
formamorebalanced | oad distribution in order to ob-
tain ahigher overall handling capacity and faster re-
sponse speed. At present the common methods of re-
quest distribution mainly concludethree of them, such
asrunning and turning means, least connection means
and fastest connection means. By thefirst kind of meth-
ods, itissmpleto achievebut the problem of load bal-
ancing has not been put into consideration in essence.
By the second one, the performances of variousthe
servershavenot been dedt with distinctly. By thethird
method, the current |oad condition has not been taken
into account though the performance of the server has
been cons dered. Sotheselimitations makethese meth-
odsfail to achievetheload balancing distribution.

Therealization of resour cedistribution algorithm
used layer ed scheduling system

Theresourcedistribution algorithm used in this
scheduling systemismainly composed of three parts,
oneisto select suitableloca agent to distributeresource
according toload balancing through globa agent after
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gettingload information onvariouslocd agents; theother
oneisto search resource node base on PSO algorithm
;thelast oneistointroducetherescheduling mechanism
and through setting the threshold astheborder to trig-
ger re-scheduling program as soon asdiscover delays
directly impacting on the performance of Cloud Com-

puting system.

EXPERIMENT AND THEANALY S SOF
RESULTS

Inthis paper, the project kit, CloudSim, has been
used in the simulation experiment, mainly because
CloudSim acting onthesmulation test focusing on the
scheduling strategy inthe Cloud Computing, providing
thevariousbas ¢ function components of Cloud Com-
puting and simul ating the various basic actions of the
function components, which making the devel opers
achieve scheduling s mulation with easeby thissmula-
tiontool. Inthe s mulation experiment, responsetime
has been compared between running and turning means
of theresourcedigtri bution agorithm and that mentioned
inthispaper consderingload ba ancing, thetwo curves
areasfollows, (shownasFigurel)

o (msd
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E

Figurel: Thecomparison chart of twomethods

1) a resourcedistribution strategy of consideringload

baancing
2) b: resourcedistribution method considering load

balancing and PSO in this paper

The experimental resultsshow that the Discovery
method based on loading and PSO in this paper can
effectively reducethetimeof processngusers’ requests
in the Cloud Computing system and adapt to the
dynamicsof Cloud Computing environment by adjusting
dynamically the resource discovery method, thereby
dramatically improve the performance of Cloud

Computing system.

CONCLUSION

Inthispaper, akind of dynamic scheduling system
supporting Cloud Computing systemisproposedinthis
paper, followed by the analysis of the specific model
and technol ogy related to Cloud Computing system,
together with alayered scheduling modd and thestruc-
ture of load-balancing system, and thenaresourcedis-
tribution method base on PSO comprehensively con-
Sidering thetask number and current |oad performance
of variousloca agentshasbeengivenout. Additiondly,
thispaper hasintroduced the re-scheduling mechanism
inorder to settlethe delay problemsof resource sched-
uling in Cloud Computing system through monitoring
resource of local agents. Finaly, the priority of the
method suggested in this paper has been verified by
thisexperiment.
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