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ABSTRACT 
 
As is known that the Pareto set of a continuous multi-objective optimization problem with 
m objective functions is a piecewise continuous (m-1)-dimensional manifold in the 
decision space under some mild conditions. However, how to utilize the regularity to 
design multi-objective optimization algorithms has become the research focus. In this 
paper, based on this regularity, a model-based multi-objective evolutionary algorithm with 
regression analysis (MMEA-RA) is put forward to solve continuous multi-objective 
optimization problems with variable linkages. In the algorithm, the optimization problem 
is modelled as a promising area in the decision space by a probability distribution, and the 
centroid of the probability distribution is (m-1)-dimensional piecewise continuous 
manifold. The least squares method is used to construct such a model. A selection strategy 
based the non-dominated sorting is used to choose the individuals to the next generation. 
The new algorithm is tested and compared with NSGA-II and RM-MEDA. The result 
shows that MMEA-RA outperforms RM-MEDA and NSGA-II on the test instances with 
variable linkages. At the same time, MMEA-RA has higher efficiency than the other two 
algorithm. A few shortcomings of MMEA-RA have also been identified and discussed in 
this paper. 
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INTRODUCTION 
 

Evolutionary algorithm has become an increasingly popular design and optimization tool in the last few years[1]. 
Although there have been a lot of researches about evolutionary algorithm, there are still many new areas needed to be 
explored with sufficient depth. One of them is how to use the evolutionary algorithm to solve multi-objective optimization 
problems. The first implementation of a multi-objective evolutionary algorithm dates back to the mid-1980s[2]. Since then, 
many researchers have done a considerable amount of works in the area, which is known as multi-objective evolutionary 
algorithm (MOEA). 

Because of the ability to deal with a set of possible solutions simultaneously, evolutionary algorithm seems particularly 
suitable to solve multi-objective optimization problems. The ability enables it possible to search several members of the 
Pareto optimal set in a single run of the algorithm[3]. Obviously, evolutionary algorithm is more effective than the traditional 
mathematical programming methods in solving multi-objective optimization problem because the traditional methods need to 
perform a series of separate runs[4]. 

In 2005, Zhou et al. proposed to extract regularity patterns of the Pareto set by using local principal component analysis 
(PCA)[5]. They had also studied two naive hybrid MOEAs. In the two MOEAs, some trial solutions were generated by 
traditional genetic operators and others by sampling from probability models based on regularity patterns in 2006[6]. 

In 2007, Zhang et al. conducted a further and thorough investigation along their previous works[5] and[6]. They proposed 
a regularity model-based multi-objective estimation of distribution algorithm and named it as RM-MEDA[7]. At each 
generation, the proposed algorithm models a promising area in the decision space by a probability distribution whose centroid 
is a (m-1)-dimensional piecewise continuous manifold. The local principal component analysis algorithm is used to build 
such a model. Systematic experiments have shown that RM-MEDA outperforms some other algorithms on a set of test 
instances with variable linkages. 

In 2008, Zhou et al proposed a probabilistic model based multi-objective evolutionary algorithm to approximate PS and 
PF (Pareto front) for a MOP in this class simultaneously, and named the algorithm as MMEA[8]. They proposed two typical 
classes of continuous MOPs as follows. One class is that PS and PF are of the same dimensionality while the other one is that 
PF is a (m-1)-dimensional continuous manifold and PS is a continuous manifold with a higher dimensionality. There is a 
class of MOPs, in which the dimensionalities of PS and PF are different so that a good approximation to PF might not 
approximate PS very well. MMEA could promote the population diversity both in the decision spaces and in the objective 
spaces. 

Modeling method is a crucial part for MOEA because it determines the performance of the algorithms. Zhang et al. built 
such a model by local principal component analysis (PCA) algorithm[7]. The test results show that the method has great 
performance over some instances with linkage variables. However, there are still some shortcomings about the method. The 
first shortcoming is that RM-MEDA needs extra CPU time for running local PCA at each generation. The second one is that 
the model is just linear fitting for all types of PS, including the one with nonlinear linkage variables, which enables that the 
result may be not accurate. 

In the paper we proposed a model-based multi-objective evolutionary algorithm with regression analysis, which is 
named as MMEA-RA. In MMEA-RA, a new modeling method based on regression analysis is put forwards. In the method, 
least squares method (LSM) is used to fit a 1-dimensional manifold in high-dimensional space. Because least squares can fit 
any type of curves through its model, the shortcomings of RM-MEDA can be avoided, especially for the instances with non-
linkage variables. 

The rest of this paper is organized as follows. After defining the continuous multi-objective optimization problem in 
section algorithm model, the new model of multi-objective evolutionary algorithm based on regression analysis is put 
forwards in section algorithm model. Then, a description of the test cases for MMEA-RA follows in section result and 
discuss. After presenting the results of the tests, the performance of MMEA-RA is analyzed and some conclusions are given 
in section conclusion. 
 

ALGORITHM MODEL 
 

In this paper, we consider the following continuous multi-objective optimization problem (continuous MOP): 
ሻݔሺܨ݊݅݉  = ൫ ଵ݂ሺݔሻ, ଶ݂ሺݔሻ,� , ݂ሺݔሻ൯்  (1) 

.ݏ  .ݐ ݔ ∈ ܺ 
 

Where ܺ ⊂ ܴisthe decision space andݔ = �,ଵݔ) , ܺ:ܨ .)்is the decision variable vectorݔ → ܴconsists of m real-
valued continuous objective functions ݂ሺݔሻ (݅ = 1,� ,݉).ܴis the objective space. 
Letܽ = (ܽଵ,� , ܽ)் ∈ ܴ and ܾ = (ܾଵ,� , ܾ)் ∈ ܴare two vectors, a is said to dominate b, denoted byܽ ≺ ܾ, ifܽ ≤ ܾ for 
all݅ = 1,� ,݊, andܽ ≠ ܾ. A pointݔ∗ ∈ ܺ is called (globally) Pareto optimal if there is noݔ ∈ ܺ such that (ݔ)ܨ ≺  The .(∗ݔ)ܨ
set of all Pareto optimal points, denoted by PS, is called the Pareto set. The set of all Pareto objective vectors, ܲܨ = ݕ} ∈ܴ|ݕ = ,ሻݔሺܨ ݔ ∈ ܲܵ}, is called the Pareto front[10]. 
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Under certain smoothness assumptions, it can be induced from the Karush-Kuhn-Tucker condition that the PS of a 
continuous MOP defines a piecewise continuous (m-1)-dimensional manifold in the decision space[9]. Therefore, the PS of a 
continuous bi-objective optimization problem is a piecewise continuous curve inܴଶ. 

The population in the decision space in a MOEA for (1) will hopefully approximate the PS and is uniformly scattered 
around the PS as the search goes on. Therefore, we can envisage the points in the population as independent observations of a 
random vectorߦ ∈ ܴ  whose centroid is the PS of (1). Since the PS is a (m-1)-dimensional piecewise continuous manifold, ߦcan be naturally described by 

ߦ  = æ + å  (2) 
 

Where æ is uniformly distributed over a piecewise continuous (m-1)-dimensional manifold, and åis an n-dimensional 
zero-mean noise vector. Figure 1 illustrates the basic idea. 

 
 

Figure 1 : Individual solutions should be scattered around the PS in the decision space in a successful MOEA 
 

Fitting the expression (2) to the points in ܲ(ݐ) is highly related to principal curve analysis, which aims at finding a 
central curve of a set of points inܴ[10]. However, most current algorithms for principal curve analysis are rather expensive 
due to the intrinsic complexity of their models. RM-MEDA uses the (m-1)-dimensional local principal component analysis 
(PCA) algorithm[11], it is less complex compared with most algorithms for principal curve analysis. However, it needs much 
more CPU timecompared with the traditional evolutionary algorithms which adopt genetic recombination operators such as 
crossover and mutation. Moreover, the PS can be not exactly described by localPCA because it only uses linear curves to 
approximate the model at one cluster of the ܲ(ݐ). 

In this implementation, we donot make use of clustering method in the modeling process. We try to find the principal 
curve of the whole points in ܲ(ݐ), not just the local part of them. As is known, least squares approach is a simple and 
effective method for linear curve fitting and nonlinear curve fitting, such as polynomial or exponential curve fitting. Then we 
consider whether this technique could be made use of to describe the expression (2). 

For the sake of simplicity, it could be assumed that the centroid of ߦis a manifold ߰in the formula (2), æ is uniformly 
distributed on߰. ߰ is a (m-1)-dimensional hyper-rectangle. Particularly, in the case of two objectives, ߰ is a curve segment 
inܴଶ. A line in 3-dimensional space can be expressed as 

 ቄݔ = ݖܽ + ݕܿ = ݖܾ + ݀�  (3) 

 
wherea, b, c and d is the coefficients of the expression. 
The geometric meaning of the expression (3) is that a 3-dimensional line l can be seen as the intersecting line of two 

planes݉ଵ: ݔ = ݖܽ + ܿ and ݉ଶ: ݕ = ݖܾ + ݀. Figure2 illustrates this meaning. The expressionݔ = ݖܽ + ܿcan be seen as the 
projection of the line l in xOz plane, and ݕ = ݖܾ + ݀is the one in the yOz plane. As a 3-dimensional line can be expressed by 
the intersecting of 2 planes, then a n-dimensional line can be expressed as the intersecting of (n-1) planes as (4). 
 

 
 

Figure 2 : Illustration of the geometric meaning of the expression (3) 
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൞ ଶݔ = ܽଵ + ܾଵݔଵݔଷ = ܽଶ + ܾଶݔଵ⋮ݔ = ܽିଵ + ܾିଵݔଵ �  (4) 

 
Expression ݔ = ܽିଵ + ܾିଵݔଵcan be regarded as the projection of the n-dimensional line in ݔܱݔଵ plane. 
By the expression (4), we further conclude that a n-dimensional curve can be regarded as the intersecting of (n-1) 

surface, the expression (5) shows this idea. 
 

۔ۖەۖ
ۓ ଶݔ = ܽଵ, + ܽଵ,ଵݔଵ + ܽଵ,ଶݔଵଶ + ⋯+ ܽଵ,ݔଵݔଷ = ܽଶ, + ܽଶ,ଵݔଵ + ܽଶ,ଶݔଵଶ + ⋯+ ܽଶ,ݔଵ⋮ݔ = ܽିଵ, + ܽିଵ,ଵݔଵ + ܽିଵ,ଶݔଵଶ +⋯+ ܽିଵ,ݔଵ �  (5) 

 
Expressionݔ = ܽିଵ, + ܽିଵ,ଵݔଵ + ܽିଵ,ଶݔଵଶ + ⋯+ ܽିଵ,ݔଵ can be regarded as the approximate projection of the n-

dimensional curvein ݔܱݔଵsurface. Each expression is a p-order polynomial.(ݔଵ,� ,  ) is a point on the n-dimensionalݔ
curve. Then the thing that we need to do is to find out all the coefficientsܽ,, which could make the curve fit the population 
in the decision space well, and here we used least squares approach method to help us finding out the best coefficients. 

Least squares approach is mainly used to fit the curve, that is to say, to capture the trend of the data by assigning a 
single function across the entire range. Figure 3 shows the idea. In Figure 3, Figure 3(a) looks linear in trend, so we can fit 
the curve by choosing a general form of the straight line݂ሺݔሻ = ݔܽ + ܾ, and then the goal is to identify the coefficients a and 
b such that f(x) fits the date well, the method to identify the two coefficients is called as linear regression. Figure 3(b) looks 
nonlinear, we use higher polynomial ݂ሺݔሻ = ଶݔܽ + ݔܾ + ܿ, and the goal is to find out the coefficients a,band csuch thatf(x) 
fits the date well. It is called as nonlinear regression compared with linear regression. In fact, there are a lots of functions with 
different shapes that depend on the coefficients. The methods to find out the best coefficients are just called as regression 
analysis (RA). 

 

  

(a) linear 
(b) nonlinear 

 
Figure 3: Illustration of the least squares approach 

 
Consider the general form for a polynomial with order j 

 ݂ሺݔሻ = ܽ + ܽଵݔ + ܽଶݔଶ + ⋯+ ܽݔ = σ ܽݔୀ   (6) 
 

How can we choose the coefficients that best fits the curve to the data? The idea of least squares approach is to find a 
curve that gives minimum error between data y and the fitting curve f(x). As is shown in the Figure 4, we can firstly add up 
the length of all the solid and dashed vertical lines, then pick curve with minimum total error. The general expression for any 
error using the least squares approach is 

ݎݎ݁  = σ (݀)ଶ = ሺݕଵ − ሻଶ(ଵݔ)݂ + ሺݕଶ − ሻଶ(ଶݔ)݂ + ⋯+ ሺݕ − ሻଶୀଵ(ݔ)݂   (7) 
 
For the expression (7), we want to minimize the error err. Replace ݂ሺݔሻ in the expression (7)with the expression (6), 

then have (8) 
ݎݎ݁  = σ ୀଵݕ) − σ ܽݔୀ )ଶ  (8) 

 
where n is the number of data points given,i is the current data points being summed, j is the polynomial order. To find 

the best line means to minimize the square of the distance error between line and data points. Find the set of 
coefficientsܽ, ܽଵ,� , ܽ, that is to say, to minimize the expression (8). 

In Figure4, there are four data points and two fitting curves f1(x) and f2(x). Obviously, f1(x) is better than f2(x) because 
there is smaller error between the four points and the fitting curvef1(x). 
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Figure 4 : Four data points and two different curves 
 

To minimize the expression (8), take the derivative with respect to each coefficientܽ for݇ = 0,1,� ݆, set each to zero. 
 

ەۖۖ
۔ۖ
ۓۖ ߲ܽݎݎ߲݁ = −2 ቆݕ − ܽݔୀ ቇ = 0ୀଵ߲߲݁ܽݎݎଵ = −2 ቆݕ − ܽݔୀ ቇୀଵ ݔ = ߲ݎݎ߲݁⋮0 ܽ = −2 ቆݕ − ܽݔୀ ቇୀଵ ݔ = 0

� 
 

Re-write these j+1 equations, and put into matrix form 
 

ۈۉ
ۇ ݊σݔ σݔଶ�  σݔσݔ σݔଶσݔଷ�  σݔାଵ⋮σݔ σݔାଵσݔାଶ�σݔାۋی

൮ܽܽଵ⋮ܽ൲ۊ = ۇۉ
σݕσݔݕ⋮σݔ  (9)  ۊیݕ

 
The coefficientsakfor k=0,1, �, jcan be solved by matrix computation. 
With the above work, we can describe the 1-dimensional manifold߰ as (10): ߰ = ݔ} = �,ଵݔ) , (ݔ ∈ ܴ|ݔ = ܽିଵ,ݔଵ

ୀ , ܽଵ − 0.25ሺܾଵ − ܽଵሻ ≤ ଵݔ ≤ ܾଵ + 0.25ሺܾଵ − ܽଵሻ, ݅ = 2,�݊}  (10) 
 

Where p is the polynomial order, a1and b1 are the minimum and maximum value on x1:  ܽଵ = minଵஸஸே  ଵ  (11)ݔ
  ܾଵ = maxଵஸஸே  ଵ  (12)ݔ
 

In order to approximate the PS better, ߰ is extended by 50% alongݔଵ. Figure 5 shows this idea. In Figure 5, ߰′ could not 
approximate the PS very well, but its extension߰can provide a better approximation. 
When we find out the coefficientsܽ,(݅=1,�,n-1, j=0,�,p) based on least square approach above, we could getߞ in the 
expression (2). ߞ is generated over ߰uniformly and randomly. 
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Figure 5 : Illustration of extension 
 

In the expression (2), ߝ is a n-dimensional zero-mean noise vector, it is designed as the following description. 
ߝ  = ,ଵߝ) �,ଶߝ ,  ) ` (13)ߝ

 
Where ߝis a random number between (-noise, noise). The noise is changed from big to small as the generation goes on 

because big noise can accelerate the convergence of the population in the early generation and small noise can maintain the 
accuracy of the population in the end. The expression (14) shows the implementation. 
 

 
 

Figure 6 : The trends of the noise ݊݁ݏ݅ = ܨ ∗ 10(భష ೌೣಸೌೣಸశభషೠೝಸ)
  (14) 

 
Where maxGen is the max generation of the algorithm and is set to be 200, curGen is the current generation. F0 is set to 

be 0.2 when the algorithm begins. Then the noise is changed from 0.2 to 0.02. The trends of the noise can be seen in Figure 6. 
As is shown in Figure 6, the noise decreases as the generation increases, and it will be stable after the 160th generation. 
 

RESULT AND DISSCUSS 
 

In this paper, the performance metric used to evaluate the solutions is the convergence metricߛ, which is also the 
common performance metric in multi-objective optimization algorithm. The metric ߛ measures that the solutions will be 
convergent to a known set of Pareto-optimal solutions. We find a set of 500 uniformly solutions from the true Pareto-optimal 
front in the objective space. And then to compute the minimum Euclidean distance of each solution from chosen solutions on 
the Pareto-optimal front. The average of theses distances is used as the metric ߛ. 

There are three algorithms employed to solve the test instance for a comparison. These three algorithms are RM-MEDA, 
NSGA-II and MMEA-RA, while MMEA-RA is the new algorithm proposed in this paper. The three algorithms are 
implemented by C++. The machine used in the test is Core 2 Duo (2.4GHz, 2.00GB RAM). The experiment setting is as 
follows. 

The number of new trial solutions generated at each generation is set to be 100 for all tests. 
The number of decision variables is set to be 30 for all tests. 
Parameter setting in RM-MEDA: The number of cluster K is set to be 5 in local PCA algorithm. 
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Parameter setting in MMEA-RA: The order is set to 2. 
We run each algorithm independently 10 times for the test instance. The algorithms stop after a given number of 

generations. The maximal number of generations in three algorithm is 1000. 
TABLE 1 gives the test instance[7]. In the test instance, the feasible decision space is a hyper-rectangle. There are 

nonlinear variable linkages in the test case. Furthermore, the test instance have many local Pareto fronts since its g(x) has 
many locally minimal points. It also has some characteristics such as concave PF, nonlinear variable linkage, multimodal 
with Griewank function. If an element of solution x, sampled from MMEA-RA or RM-MEDA, is out of the boundary, we 
simply reset its value to a randomly selected value inside the boundary. 

 
TABLE 1 : Test instance 

 
Test case Variables Objectives 

T1 [0,1] × [0,10]ିଵ 

ଵ݂ሺݔሻ =  ଵݔ

ଶ݂ሺݔሻ = ݃ሺݔሻ[1 −ඨ ଵ݂(ݔ)݃(ݔ)] 
݃ሺݔሻ = 14000ሺݔଶ − ଵሻଶݔ −ෑܿݔ) ݏଶ − ଵξ݅ݔ − 1 )

ୀଶ

ୀଶ + 2 

 
The evolution of the average ߛ-metric of the non-dominated solutions for the test case is shown in Figure 7. It should be 

noted that the solutions of all three algorithms are stable when the iteration generation is more than 300. After the solutions 
are stable, the convergence values of the three algorithms are small than 0.1. Because we adopt the average of the minimum 
Euclidean distance of each solution from chosen solutions as the metric ߛ, the smaller the convergence values, the better the 
convergence metric. As is shown by Figure7, among the three algorithms, MEMA-RA has best convergence performance, 
NSGA-II and RM-MEDA follows. 

 

 
 

Figure 7 : The evolution of the average ࢽ-metric of the nondominated solutions in three algorithms for T1 
 

Figure 8 shows the final non-dominated solutions and fronts obtained by MMEA-RA on the test case. Figure 8(a) is the 
result with the lowest ߛ-metric obtained in 10 runs while Figure 8(b) is all the 10 fronts in 10 runs. It can be seen that the 
non-dominated fronts with the lowest ߛ-metric is very close to the Pareto front, especially when f1 tends to 0 and f2 tends to 1. 
It can also be noted that the non-dominated solutions in every run have some small fluctuations around the Pareto front. 

The final non-dominated solutions and fronts obtained by RM-MEDA on the test case are shown in Figure 9. Similarly, 
Figure 9(a) is the result with the lowest ߛ-metric obtained in 10 runs while Figure 9(b) gives all the 10 fronts in 10 runs. 
Similar to Figure8, the non-dominated solution (s) in Figure9(a) and Fib.9(b) are marked as the red. The pareto fronts are 
marked as the blue. The pareto fronts are given in Figure9(a) and Figure9(b) only for comparing the quality of the non-
dominated solutions. It can be seen that the non-dominated front with the lowest ߛ-metric is very consistent with the Pareto 
front although there are some differences between them. Specially, it should be noted that all results in 10 runs from RM-
MEDA match the Pareto front better than MMEA-RA. But it also should be noted that there is an isolated point in the non-
dominated solutions for all 10 runs in Figure 9(b), maybe because RM-MEDA falls into a local minimum and could not jump 
out. 

The final non-dominated solutions and fronts obtained by NSGA-II on the test case are shown in Figure 10. Again, 
Figure 10(a) means the result with the lowest ߛ-metric obtained in 10 runs and Figure 10(b) means all 10 fronts in 10 runs. 
As is shown in Figure 10(a), the non-dominated front with the lowest ߛ-metric is close to the Pareto front, but different to the 
result obtained by MMEA-RA. The non-dominated front with the lowest ߛ-metric in NSGA-II does not tend to the Pareto 
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front very close. It does also not match the Pareto front as good as the result obtained by RE-MEDA. Similarly, the non-
dominated solutions in every run have some small fluctuations around the Pareto front. 

 

  

(a) the result with the lowest ࢽ-metric 
(b) all the 10 fronts in 10 runs 

 
Figure 8 : The final non-dominated solutions and fronts found by MMEA-RA 

 
 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

f1

f

RM-MEDA

 

 nondominated fronts
pareto fronts

  

(a) The result with the lowest ࢽ-metric 
(b) all the 10 fronts in 10 runs 

 
Figure 9 : The final non-dominated solutions and fronts found by RE-MEDA 

 
 

  

(a) The result with the lowest ࢽ-metric 
(b) all the 10 fronts in 10 runs 

 
Figure 10 : The final non-dominated solutions and fronts found by NSGA-II 

 
The running time of the three algorithms are given in TABLE 2. From the point of the running time, as is shown in 

TABLE 2, among the three algorithms, NSGA-II is best, then MMEA-RA follows, and RM-MEDA is worst. This result is 
consistent with the main idea of the three algorithms. In RM-MEDA, local principal component analysis (PCA) is used to 
construct the model, and it need extra CPU time for running local PCA at each generation. In MMEA-RA, the least squares 
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method is used to constructthe model, and it is easy to running the least squares by matrix computation. MMEA-RA is slower 
than NSGA-II because the selection in MMEA-RA is based on NSGA-II. 
 

TABLE 2 : The compare of the running time (Unit:ms) 
 

 NSGA-II RM-MEDA MEMA-RA 

The running time 79.368 127.543 92.771 
 

Obviously, it can be seen that the non-dominated front with the lowest ߛ-metric obtained by MMEA-RA is closest to the 
Pareto front in the three algorithms, which shows MMEA-RA is suitable to solve the problem with some characteristics such 
as concave PF, nonlinear variable linkage, multimodal with Griewank function. In contrast, the results in 10 runs from RM-
MEDA mostly match the Pareto front, which shows the performance of RM-MEDA is good in common. 
 

CONCLUSIONS 
 

In this paper, a model-based multi-objective evolutionary algorithm based on regression analysis (MMEA-RA)) is put 
forward to solve continuous multi-objective optimization problems with variable linkages. MMEA-RA models a promising 
area whose centroid is a complete and continuous curve described by the expression (8). Because of this feature, MMEA-RA 
does not need to cluster the population. The least squares approach is simple yet enough to describe the nonlinear principal 
curve using the polynomial model. 

The less CPU time of MMEA-RA does not come without a price. MMEA-RA samples points uniformly around the PS 
in the decision variable space, and the centroid of the model is not piecewise but complete curve. This makes it very difficult 
for MMEA-RA to approximate the whole PF. The experimental results also reveal that MMEA-RA may fail in test instances 
with many local Pareto fronts. 

The future research topics along this line should include the following points. 
(1) Designing an accurate model to describe the decision space. As the case of 3 objectives, the PS is a surface, so the 

expression (8) cannot solve the problems with 3 objectives right now. 
(2) Combining MMEA-RA with traditional genetic algorithms using operators such as crossover and mutation for 

accelerating the convergence of the algorithm. 
(3) Improving the method to calculate random noise value to make the final population more convergent. 
(4) Considering the distribution of the solutions in the objective space when sampling solutions from the models to 

improve the performance of MMEA-RA on the instance. 
(5) Incorporating effective global search techniques for scalar optimization into MMEA-RA in order to improve its 

ability for global search. 
 

ACKNOWLEDGEMENT 
 

Maocai Wang thanks the Special Financial Grant from China Postdoctoral Science Foundation (Grant No. 
2012T50681), the General Financial Grant from China Postdoctoral Science Foundation (Grant No. 2011M501260), the 
Grant from China Scholarship Council (Grant No.201206415018) and the Fundamental Research Funds for the Central 
Universities at China University of Geosciences (Grant No.CUG120114). Guangming Dai thanks the Grant fromNatural 
Science Foundation of China (Grant No. 61472375 and No. 60873107) and the 12th Five-year Pre-research Project of civil 
aerospace in China. 
 

REFERENCES 
 
[1] Q.Zhang, A.Zhou, Y.Jin; RM-MEDA: A Regularity Model Based Multiobjective Estimation of Distribution Algorithm, 

IEEE Transactions on Evolutionary Computation, 12(1) ,41-63 (2008). 
[2] K.Deb, S.Jain; Running performance metrics for evolutionary multiobjective optimization, Technical Report 2002004, 

KanGAL, India Institute of Technology, 13-20 (2002). 
[3] C.A.C.Coello, D.A.Van Veldhuizen, G.B.Lamont; Evolutionary Algorithms for Solving Multi-Objective Problems, 

Kuwer Academic Publishers, New York, (2002). 
[4] C.A.C.Coello; A Comprehensive Survey of Evolutionary-Based Multiobjective Optimization Techniques, Knowledge 

and Information Systems, 1(3), 269-308(1999). 
[5] A.Zhou, Q.Zhang, Y.Jin, E.Tsang, T.Okabe; A model-based evolutionary algorithm for bi-objective optimization, Proc. 

IEEE Congress on Evolutionary Computation (CEC2005), Edinburgh, U. K.2568-2575 (2005). 
[6] A.Zhou, Y.Jin, Q.Zhang, B.Sendhoff, E.Tsang; Combining model-based and genetics-based offspring generation for 

multi-objective optimization using a convergence criterion, Proc. IEEE Congress on Evolutionary Computation 
(CEC2006), Vancouve, BC, Canada, 3234-3241(2006). 



BTAIJ, 10(20) 2014  Maocai Wang et al.  11939 

[7] O.Schutze, S.Mostaghim, M.Dellnitz, J.Teich; Covering Pareto sets by multilevel evolutionary subdivision techniques, 
Proc.2nd International Conference on Evolutionary Multi-Criterion Optimization (EMO 2003), Faro, Portugal, 118-132 
(2003). 

[8] A.Zhou, Q.Zhang; Approximating the Set of Pareto-Optimal Solutions in Both the Decision and Objective Spaces by an 
Estimation of Distribution Algorithm, IEEE Trasactions on Evolutionary Computation, 13(5). 1167-1185 (2009). 

[9] N.Kambhatla, T.K.Leen; Dimension reduction by local principal component analysis. Neural Computation, 9(7), 1493-
1516 (1997). 

[10] T.Back, D.B.Fogel, Z.Michalewicz; Handbook of Evolutionary Computation. Oxford University Press, (1997). 
[11] M.Wang, G.Dai, H.Hu; Improved NSGA-II Algorithm for Optimization of Constrained Functions, Proc. International 

Conference on Machine Vision and Human-machine Interface, Kaifeng, China,673-675 (2010).  
 
 
 

 


