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ABSTRACT

Shot boundary detection (SBD) is the first and prerequisite step for
content-based video indexing and retrieval. A novel shot boundary
detection algorithm based on modified SV M model whichisimproved by
simulated annealing algorithm and culture algorithm is proposed. The
formation of classifying model adopts culture algorithm for its strong
evolutional ability and simulated annealing algorithm embedded into
culture framework. Simulated annealing algorithmisemployedto carry on
the local search process in which individual solution changes towards
neighborhood, addressing the optimal solution to belief space of culture
algorithm. After updating the belief space, it directs the individual
evolution, further improves the SYM model parameters. The feature
indicators of brightness means, brightness variances, edge changing
edges, block histogram and DC coefficientsare extracted from pixel domain
and compressed domain, and then the sliding window is used to organize
the features into feature vectors. Finally the video frames are classified
into the cuts, gradual changes, and non-changes by SVM classifying
model. The experimentswith sample video data demonstrate the algorithm
is effective and robust. ~ © 2013 Trade ScienceInc. - INDIA
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Shot boundary detectionisthesignificant prerequi-
site and key technology for content-based video re-
trieval. Videotempora segmentation, that issplittinga
videointoafew video dipsinthetimedimension. Each
video clip consists of several images shot by camera
alone, and it iscalled asashot. Inthefield of video
retrieval, the key technology is shot boundary detec-
tionwhichincdudeslocation of shot boundaries. Namdly,
shot boundary detection is ascertaining the starting

framesand theend frames, and di stingui shing the shot
transformation typeswhich areaso caled thetransfer
modeof shots. Thetransformationtypesaremainly in-
cluding cut changesand gradud changes, andthegradud
changes consistsof wi pes, dissolves, and other types®.

The common strategy of traditiona shot boundary
detection method is extracting some certain datafrom
theunderlying visua information or video coding, then
forming thevideo feature values. On the basis of the
video features extracted, the shot boundaries can be
detected according to the differences of characteristic
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vauebetweentwo frames. Festureextractionisdivided
into two steps. themost basic step isto extract theim-
agefeatures of each frame directly; the other stepis
that new features areformed according to not only the
features belongingto the current frame, also thefea
tures between the current frame and the frameswith
some certain distances. Up to now, threshold selection
problemisstill involvedin most shot boundary detec-
tionalgorithms, and it directly affectsthe accuracy of
detection results. However, thethreshol d isoften de-
rived from experiences or experiments, and it is not
with good versatility. In recent years, many scholars
have studied the machinelearning a gorithmsto detect
the shot boundaries. Typicd methodsareincludingthe
methodsbased on unsupervised learning, thedecision
tree, neural network and support vector machine
(SVM) and so on4,

Support vector machine (SVM) isproposed asa
machinelearning method based on statisticd learning
theory, it solves some practical problems of small
sample, non-linear and high dimensionasakind of train-
ing method based on structural risk minimization. How-
ever, the studying and forecasting capacitiesof SVM
model areup to the parameters selections. At present,
themost traditional selection methods of parameters
used are mainly through the cross validation, error
bounds method and statistical methodsto obtain the
parameter values. Wheress, thetraditiona agorithm of
parameters optimization combined by web search and
crossvalidation requiresalargeamount of calculations,
especially whenthetraining sample setisquitelarge,
the search processis very time consuming. By con-
trast, intelligent evol utionary d gorithms such asgenetic
agorithm, cultureagorithm are gradual ly adopted for
the SVM parameters optimization. The algorithms
aboveoften have better globa searchingabilities, stron-
ger pardldismand higher effidency. Consequently, many
scholarsmakeuse of theintelligent evolutionary ago-
rithmsto optimize the parameters of support vector
maching 1,

Reference” focuses on the compressed domainto
solvethe shot boundary detection problem. The pro-
posed method bringsin sliding window algorithm to
handletheextracted featuresincluding frametypesand
motion vectors. And thenthetrained SVM model is
used to categorizethe video framesinto cuts, gradual

changesand non-changes. In reference™® amethod that
optimi sesthe parameters of least squares support vec-
tor machinesby using GeneticAlgorithmis presented,
thismethod greatly improvestheefficiency of SYM’s
parameters sdlection, and with the parameters sel ected,
the classification result for thetesting samplesisthe
optimum. It avoidsthe disadvantage of manually speci-
fying the parameters, and also scales down the
optimisation time. Reference™ studiesthethreshold
detection, and presentsan adaptive threshold adjusting
detection method. It makes use of acombination of
brightness differencesand mean of valuesasthefea-
tureindicatorsto detect the cut changesand a so uses
color differences feature to capture gradua shot
changes. Thethresholdsare generated throughtheva
riety of the selected valuesby itself. Reference® pro-
poses a two-stage shot boundary detection method.
Based on k-nearest neighbor algorithmand SVM, it
classfy thevideo framesinto cutsand non-cutsfirstly,
andthenwavelet denoisingagorithmisusedtodistin-
guish gradual shot changesfrom non-changes. Refer-
ence’® presentsaunified mode for detecting different
typesof video shot transitions. Theframetransition
parameters and frame estimation errors based on glo-
bal and local features are used for boundary detection
and classification. In the proposed d gorithm, theframe
estimation schemeareformed with making use of the
previousand next framesinformation, and thelocal fea
tures consist of scatter matrix of edge strength and
motion matrix. Furthermore, themultilayer perceptron
network isused to classify the video framesinto cut
changes, gradual changes and non-changes. Refer-
ence? proposes an efficient approach whichis ca-
pableto detect various shot boundariessimultaneoudy
inaunified way. The proposed algorithm firstly detects
general shot boundaries based on the idea of Fisher
criterion, and then classifies them into the cuts and
gradud transitionsby an SVM classfier. Further com-
putationis performed for the GT shot boundariesto
expand rough boundary | ocations between two frames
into thetransitioninterval consisting of al thetransi-
tional frames. Finally, apost-processing step iscon-
ducted to merge some overlapped transitions. Refer-
ence”® proposesanovel method based on the combi-
nation of adaptivethreshold and Fourier fitting to de-
tect shot transitions. HSV color histogram on each
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frameisaccumul ated to measureasimilarity sequence
of videos, then the adaptive threshold isused to detect
hard cut transitions. Candidate transitions are detected
by searching segmentswiththetraitsof gradud trans-
tion pattern and gradua transition boundariesof differ-
ent typesare collected to train aset of standard tem-
plates. The obtained set can be used to judge whether
acandidateisadefinitegradual transition boundary or
other changetypes.

Theclassficationmodd of SVM isappliedinthis
paper. Thevideo framesareregarded astheformation
of three typesof frameswhich arethe abrupt change
frames,thegradua changeframesand the non-change
frames. Andthefeaturesof pixel domanincludingmean
brightness, brightnessvariance, margind rateof change,
block histogram and the features of compressed do-
main, for example DC coefficientsand motion vectors,
are adopted in this paper. According to the selected
sliding window, a multi-dimensional feature vector
formed by using theframefeatureswithin thewindow
isregard asthefeature vector of center frame of win-
dow, whichisusedtotrain SVM model. Parametersof
SVM areoptimized by culture-smulated annedling a-
gorithm, thecultura dgorithmisusedfor globa optimi-
zation, whilesimulated anneding a gorithmisused for
local optimization. Video sequenceframesisclassfied
by theoptima SVM classifyingmode obtained by the
above steps, and the three types of video frames are
detected once, which realizes shot sesgmentations.

SUPPORT VECTOR MACHINEAND
CULTURE-SIMULATEDANNEALING
ALGORITHM
Basicprincipleof support vector machine

Support vector machine is a machine learning
method based on the statistical theory. Itsprincipleis
introduced asfollows:

Given a set of training data(x, Y, ).y -Wwhere

x, e R",y, e{-1,1} isclasscodeof x .Andthetraining

datacan be partitioned by ahyper plane:

y,(w*x; +b)>0,i =1,..,N (@)
Then the training datais linearly separable. At

present, we can adjust the vector w and scalar bwhich
makethe below formulaset up:

BioTechnology —

y,(w*x;, +b)>0,i =1,..,N 2

Likethis, the distance between the point closest to
the hyper planeand hyper planeisl/ || w]|. Thenthe
formula(1) ischangedtotheformula:

y,(w*x;, +b)21 (3)

If the set of vectors satisfying theformula(3) ispar-
titioned by the hyper planeinfallibly, and the distance
between the vector closest to the hyper plane and hyper
plane, thenthe hyper planeiscalled asoptimal hyper
plane. Because of the distance between the point clos-
est to the hyper plane and hyper plane is

1 ||w|| ,searching for hyper plane is equal to
minimize|| w || under the condition of formula(3).
Because || w ||? isconvex, | w|| isminimized by
Lagrangemultiplier under linear congraints(3). Remem-
berthat a = (a,,a,,...,a,) iSN nonnegativeLagrange

multiplier related to congtraint (3), theoptimization prob-
lemisfalenintoto maximizethebdow formula

N 1 N
W(a)=2ai—§ 20 Y X F X, 4

i=1 ij=1

N
Congtraint conditionis & =0, Y i =0,

i=1
Formula(4) can be obtained by standard quadratic
programming method. Once the solution

a®=(a},...a)) of formula(4) issolved, theoptimal
hyper planesatidfiesthefollowingformula:

N
W, =D Ay (5)
=)

Thesepointssatisfying ¢’ > 0 and formula(3)are
referred as support vectors. Thejudgefunction of hyper
plane can bewrittento:

00 =gn(Tay X, *x+b;) ©

If thedataislinear and impartible, wewill intro-
ducedack variable(s,,...,e) and g, > 0, thatis:
y,(w*x;, +b)21-¢;,i =1,...,N @)

Namdly, thisdlowssomeerror classfication points.

the problem of solving optimal hyper planeisboiled
downto solvethefollowing problem:
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. 1 N
m'”a,w,bEW*W"'Ci;ei 6)

Thecongraint conditionisformula(7), ande; > 0,

Cisaconstant.

The performance of SVM depends on multiplepa
rametersto agreat degree. Thetraditional selection
methods of parametersneed alargeamount of cacula:
tion, especially when encountering alarger training
sampl e s&t, the search processwill becomemoretime-
consuming. In recent years, some research with the
method of intelligent al gorithms are adopted to opti-
mize parameters, such asgenetic algorithm, cultured-
gorithmand soon.

Thedescription of culturealgorithm

Asasdtrategy of double evolution method, cultural
agorithm providesevol utionary framework onthemacro
level®®, Cultural algorithm hastwo spaceswhich are
belief space and popul ation space. Belief spaceison
behalf of the social culture and isused to guarantee
evolutiondirectioninthefied of macro, and the popu-
lation spaceisthecollection of humanindividuals. The
mutua relationshipsareshowninFigure 1.

update()

Belief Space
accept() I

l influence()

Population Space

select() obj(.

Y

generation()

Figurel: Theframework of culturealgorithm

Belief space and popul ation space interact with
each other through the accept function and influence
function, theaccept function exerts population’sinflu-
enceon culture. After accepting theinfluence, belief
spacewill berenewed by the updating function, which

representsthe devel opment of culture. Influencefunc-
tion placesthe guiding function of belief spacefor the
population, individua speciescompleteevol ution guided
by belief space. Thefunction generate representsthe
evolution process of each generation of population
space. When each generation implementsthe evolu-
tion, popul ation space adoptsthefunction obj() to com-
putethefitnessvaluesof individualsand invokesthe
function select to choose acertain number of individu-
as, andtheseindividuas’ specific circumstanceswill
be addressed to the function accept, which represents
theinfluencesof individua experience, knowledgeand
other informationfor socid culture.

Principleof smulated annealingalgorithm

Simulated annedling (SA) isakind of heurigticran-
dom search a gorithm presented by Metropolis, itis
widely used to solve avariety of combinatoria optimi-
zation problemsthrough the simulation of thermody-
namic processof meta cooling, includingalot of NP-
complete problems. Additionally, itscoreprincipleisto
simulate the cooling scheduling theory during the pro-
cessof making somemeateria, whichistherdationship
of temperature and the state of the object. Statistical
mechani csresearch showsthat, the probability of mol-
eculesremaining inthe stater satisfiesthe boltzmann
distribution under thetemperature T:

_En

PAE = ()} =5~ exp(-

Z(M ) ©)

Intheformula9, g istherandom variableof mo-
lecular energy, E(r) istheenergy of amoleculein state
r, T istemperature, k, isfor theboltzmann constant,
Z(T) isasthenormalization factor. Whentheinitia

temperature T, isenough high, the probability of stay-
ing on each statefor molecular isclose. When thetem-
perature dropsto zero, all moleculeswill stay inthe
lowest energy statewith probability 1, whileif themol-
eculesinthelowest energy state ' hasenergy O, when
T - 0, thereis.

1, r=r'

0, otherwise

PJE=EU»={ (10)

Thereby thea gorithmwill be convergent to opti-
ma solutionintheory.
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SHOT BOUNDARY DETECTION
METHOD BASED ON SVM OF PARAM -
ETEROPTIMIZATION

Theconstruction and training of thesupport vec-
tor machine(SVM)

Radial BasisFunctionisapplied in this paper, its
expressis.

K(x;,X;) =exp(—o|x; =X, [*),6 >0 (1)

k* (k —1)/2 classifiersareconstructed by theone-
agangt-onemethod for classfying multi-class Andk is
thenumber of classificatory, therearethreetypes shear
frame, gradient frame and non-shot transformation
frame Thismethodisfirs usedfor SYM inliterature”.
Every dassfier trainsthedatafrom different classifica:
tory, thetraining datafrom theclassificatory i andj can
solvethefollowing binary dassification problem:

min 2 ') "W +C(EE"),) 12)
ltscongtraint conditionis:

W')"*@(x,)+b" <1-&; (13
WHT*®D(x,)+b" >-1+E) (14)

Voting strategy isused during classifying, namely
an output of every binary classifier canbecaled asa
vote, and the data point decideswhich classficatory it
bel ongsto according to themax votes. If most classifi-
ersregard thedatapoint belongtoi classificatory, then
thedatapoint will belongtoi classficatory.

Optimization of SVM parametersby thesmulated
annealing - culturealgorithm

We use simulated annealing - cultureagorithmto
optimizetwo parametersof RBFin SVM, When the
parametersof SVM areoptimized, globa optimization
ability of cultureagorithmisappliedinthe macroscopic
field, onthe other hand, local searchiscompleted by
using smulated anneaing algorithminthemicrofield,
and smulated annedling dgorithmisused to replacethe
function generate () intheframework of culturealgo-
rithm, whichisto completetheevol ution of population
of each generation. Aswecanseein Figure 2, theflow
diagram showsthe forming process of SVM mode!.
Thisgtrategy can reducethe search timeeffectively, get
high efficiency andavoidfalingintoloca optima solu-

BioTechnologqy —

Training Sets

Cross validation @ Fitness calculation

SVM

Population
space

Belief
space

Culture Algorithm

Simulated Annealing
Algorithm

Figure2: CrossValidation for SVM Training

tion, consequently redlizethe optimization of SVM pa-
rameterspreferably.

1) Theconstruction of thepopulation space

Thecodeof anindividua X isan-dimensional bi-
nary vector initialy, each dimension of thevector isini-
tialized to 0 or 1 randomly, which representsthe pa-
rameter. Thefitnessof individua X isdefined asshots
detection accuracy of support vector machine.

Population spaceis PS = (X, X,,..., X,,), nisfor
popul ation quantity.
2) Theaccept function

Thefunction accept() isused to choosetheindi-
vidualsthat can directly affect the knowledge and ex-
perience of current belief space. It can be defined as
follows
Accept() =B-P+L(B-P)/it] (15)

Intheformula(15), Pispopulation size, tisfor the
evolutioniteration, S isfor agiven proportion con-
Sant.

3) Theupdatefunction

Updating the knowledge of belief spaceiscom-
pleted by thefunction update(), it receivestheexcel lent
individuasddlivered by function accept(), whichisused
to update Situation and specification knowledge.

» updateof situation knowledge For individua x ,
thefitness f () isprescribed by (37). First definition
isasfollow:
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Af =f(x!)—f(s!), (16)
p =min{1,exp(-AfT, )}, a7)
r =random(0,1). (18)

If x_ istheoptimal individual of t’th generation,

s isthecurrent optima individua. Thenthesituation

knowledge Sisupdated according tothefollowing for-
mua

(19)

s = ij Af >20andr <p
s', Af<O

If contemporary individual issuperior totheindi-
vidual in situation knowledge, then replace the corre-
spondingindividua; Ontheother hand, replaceaccord-
ingtoacertain probability.

» the update of constraint knowledgefollows:

t - t
[t _{Xj,n X;; Llpor f(x;) <L;
i

- I, otherwise (20)

i c2ulor f(xk)<U!

utt = Xir X, 2Uujor .
' {u,‘ ., otherwise (21)

+1 f(;)v XSItorf(;,)<L‘

Lt. 1 = J I i i
' {Lz . otherwise (22)
Ut = f(xe), X, 2u'orf(xk)<U! ”
' U',  otherwise (23)

Amongthem, thesubscripti representsthei’th con-
straint variable, j and k represent thej’thand k’thindi-
vidualsseparately, tisiteration. Then x; ; isj’th con-

graint variableof i’thindividua of t’thiteration.
« themodification of gep Szeisconducted according
tothefollowingformula

(24)

81 =8 +N(0,1)-max(|&] -p|,|q-8; |) (25)
4) Theinfluencefunction

Thispaper adopts specification knowledgeto guide
theevolution of theoffsprings, i.e:

X +18;-N(O,1)]
X};l = X},i_|81 -N(0,1) | X},i >u;
x! +4-8;-N(0,1) otherwise

t t
X <l

(26)

WhereN(0,1) istherandom number betweenOand 1,
and 2 isaconstant

5) Theprocedureof culture-simulated annealing
algorithm

1. Tocaryontheinitidizationsof population space
and belief space, t=1.
- Initidize popul ation space:
Initializeeachindividua x; : thefitnessfunction of
anindividud isaccuracy detectionbasedon SVM,

fitness f; iscalculated according to theformula
(37).

- Initidizebelief space:

Set

S={@},N, =<1,,~0,00>,h =[0,min[size(l,)]/2]

temperatureT of initidizationisaconst t,, .

2. Choosegoodindividudsaccordingtoformula(37),
t=t+1.

3. Updatebelief space, update specification knowl-
edge according to theformulas (20)-(23).

4. Updatestep length, temperature T =7 -T ,and 17
Isaconstant.

5. Theevolution of the next generationin population
spaceiscarried on according to theinfluencefunc-
tioninformula(26).

6. Tojudgewhether meet theend conditions, if yes,
then output theresults, elseturnto the step 2.

Featureextraction

Video features of pixel and compressiondomain
are used synthetically in thisalgorithm of this paper.
Extract mean brightness, brightnessvariance, margina
rateof changeand block histogram from pixel domain,
and extract DC coefficientsfrom compressondomain
respectively, and then compose the training and test
data

a) Brightness

Themean averageluminance brightnessand bright-
nessvariance curveismainly focused on detecting the
cut changes. Asisshownin Figure 2, we can observe
thedrastic changesof video sequences??mean lumi-
nance curve under the abrupt shot. Extract themean
brightnessof theimageframesaccording to thefollow-

ingformula
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M= ¥ iZNlpi,j

(R,G,B)i=1j=1

(27)

The p, ; isanpixel brightnessvalueat the point

@i, j) intheimagehaving M * N pixels. Wedefinea
variableisequd tothedifference betweentheaverage
brightnessva ue of framebefore and after:
S =M;-M_, (28)
A threshold T usudly bedefined tocomparewith S
asthemeasure of shot boundary detectionin traditiona
method. For we adopt thetechnique of SVM sothat S
isjust entered asavariable of theinput vector and ob-
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vioudy itsmeaning istheluminancedifference between
the current frameand theformer frame.

The curveof the brightnessvarianceis capable of
distinguishing dissolve. In Figure 3referencd” andlysis
thebrightnessvariance curve often showsatrough state
during the process of dissolve. The process, during
whichthecurvewill present trendsof increasing or de-
creas ngwith takingthetrough ascenter, isusudly caled
as dissolvewhen corresponding to the shot boundary
detection. Therefore, we definethe varianceratio be-
tween thecurrent frame and theformer frame.

Vi = z ii(i_xi,j)z

RG,B | i

(29)

b) Edgegradient rate:

Basicideaof edgefesaturesis: whilethe change of
shotsoccurs, anew edge should befar away fromthe
old edge, the same that the position old edge disap-
pearsshould befar away from theposition of new edge.

First, edgegraphsof E, and E, ,, of beforeand after

two video imagesk and k+1 will beextracted, the dif-
ference between two video imagesis cal cul ated ac-
cording tothe beow formula:
diff =max(d,,,d,,) (30)
Intheformula, d., istheproportion of enteringinto
pixels (pixelsare newly emerging and far away from
theexitingedge), d,,, showsthepercentageout of pixels
(pixelsarenewly disappearing and far away from the
new edge). If p, isdefined asthetotal number of edge
pixelsof E,,,, whichsatisfy thet thedistances between
theclosest edge pixelsand edge pixelsinaremorethan
r, PM isthetotal number of edgepixelsin E.;; p, is
defined asthetota number of edgepixelsof E, ,which
satisfy that the distances between the cl osest edge pix-
elsand edgepixelsinaremorethanr, p, isthetotal
number of edgepixelsin E, , thenthereareasfollow-

din =
P (3D
p
Aoy = p— (32)

c) Block histogram:

Consecutiveframesof ashot containsimilar globa
visual properties,which performanceisthedifference
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between histograms of two frames should lessequa to
thedifferencebetween histogramsof twoframesof shot
boundary. Becausethe histogramisonly representing
theglobal distribution, thisfeatureisnot sensitiveto
local object motion. But when thereis global move-
ment within oneshot, great changeswill happeninhis-
togram.

Thebasic principleisdivided the color spaceinto
some discrete short intervals, and then computing the
number of pixelsfallinginto each shortinterva. A color
spaceisdividedintonintervals, H, ; isthenumber of
pixelsthek’thframefdlingintotheshotinterva of i’th
color. Thedifference between framesisexpressed by
thefollowingformula:

Dk,k+1(|) = Z |H ki —Huia, |
i=1

Theca culation of histogram candsoregardimage
block asunit, respectively every frameimageisdivided
into on pieces, straight variance between two framesis
cal culated for the corresponding blocks. Block divi-
sion makesthe algorithm more sensitiveto shot shear.

d) DC coefficient:

Because human visua ismore sensitivetoimage
brightnessthan color, brightness block DC coefficient
can beextracted from each macro block, andthechange
tendency of shots can be gotten by analyzing and cal -
culating of luminance change. By MPEG coding stan-
dards, the brightness of aframe is conducted DCT
transform, then DC coefficient isobtained through quan-
tizing. Thereforeluminancedifferencebetween frames
hasgood cons stency with thedifferenceof DCT lumi-
nance coefficient. If D (X, y) isthe pixel vaueof pixel
point (x,y), D (u, v) isthe DCT coefficient |ocated at
theposition (u, v), Thenitiseasy to show differenceof
DCT luminance coefficient:

DCT =D(u, v,t)-D(u,v,t-1) (34)

Intheformula, tisthetime serial number, and re-
fersto the frame number in video stream. DC lumi-
nance coefficent istheimageluminance corresponding
to the macro block after decoding, so the change of
imageluminanceof ith frameisexpressed by thediffer-
ence D (i)of DC luminance coefficient between two
continuous frames. When some shot change occurs
between two consecutive frames, thedifferenceof DC

(33)

lumi nance coefficient hasgreater change. From this
perspective, thehistogram of differencecurveof avideo
DC luminance coefficient containsashot changeinfor-
mation.

Constructing video Features

In the shot conversion of avideo, thetype of each
frameisrdatedtoitsfront and rear frame. Therefore, a
didingwindow isestablished, thefeature dataat win-
dow middleposition corresponding to theframeiscom-
bined by two parts: feature dataof front and rear frame
inwindow and owning festure data, set thewidth of the
window isn, if therearem features, thetotal number of
featuresof eechframeafter combiningism* n. Change
thewidth of thewindow, you can changethetotal num-
ber of features of each frame, namely changethedi-
mens on of features each frame. Featuresof each frame
described earlier are extracted from videos, after the
normalized processing, set window width 5, the data of
vectorsareformed, for SVM training and testing.

EXPERIMENT

We use the sample video data set to assess the
shot boundary detection algorithm proposed inthis pa-

TABLE1:VIDEOCLIPS

Name Total Frames Cut  Gradual
Goodféllas 1916 20 14
Inception 2023 24 16
Forrest Gump 2996 29 28
Astro Boy 2960 12 9
Ninja Assassin 2045 12 13
Armored 2300 14 14
Defendor 2190 13 16
Brothers 1916 20 14
Leap Year 345 3 3
City of God 1400 15 9
Psycho 9893 120 76
The Matrix 3540 33 29
Citizen Kane 4613 48 40
Taxi Driver 2048 22 18
Fight Club 3924 42 24
Toy Story 3 2636 30 24
The Godfather 4573 45 40
Sunset Blvd. 1514 16 15
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per, showninTABLE 1. Itisdividedinto three groups
randomly. A set of video is regarded as the training
sampleof parametersoptimization andthefind dassifi-
cation, aset of video istest sampleof parametersopti-
mization, therestistest sampleof fina classification.
Eva uationindex of theshot detection a gorithm often
usestwo parameters, Recall and Precision, their defini-
tionsareasfollows:

Precision ___Hit 35
Hit + False (35)
Hit
ecll =———
Hit+Miss (36)

Thehigher theratiosof Recall and Precision are,
the better the detection is. A good shot boundary de-
tector should havehighrecdl and precisonratioat the
sametime, F1isused to comprehensively measurere-
cdl and precisonratiocommonly, F1ishighonlywhen
precisonandrecall ratiosarehigh. Thatis:

_ 2xPrecisionx Recall
~ Precision + Recall 37
Shot boundariesof videosaredetected by the SVM
classifier after training according to the data, and the
test resultsof the al gorithm in this paper are obtained.
And the detection effect of algorithminthispaperis
compared with three a gorithms proposed ini?, there-
sultsareasshownin TABLE 2 and 3.

TABLE2: CUT CHANGE

F1

Runs Recall Precision F1
Run-1 0.7748 0.5122 0.6178
Run-2 0.6121 0.8992 0.7278
Run-3 0.9332 0.9836 0.9577
Run-4 0.9487 0.9894 0.9781

TABLE 3: GRADUAL CHANGE

Runs Recall Precision F1
Run-1 0.3949 0.3924 0.3936
Run-2 0.7261 0.5000 0.5922
Run-3 0.7626 0.9330 0.8392
Run-4 0.8235 0.9576 0.8510

Asisshown, compared with theabovethree meth-
ods, the performance of thea gorithminthispaper is
best. Run -1 usesthe histogram difference to detect
shot boundaries, for thevideo of moreobjectsand cam-
eramovement, larger difference between frameswill
occur according to the operations of objectsand cam-

eramovement. Run- 2 and Run - 3alsouse SVM, but
usetraditional methodsinthe chooseof parameterssuch
ascrossvalidation and optimization. Inthispaper, the
parametersof the optimization method (Runs- 4) have
achieved quite agood detection effect.

CONCLUSION

A new shot boundary detection method based on
parameters optimization of SVM isproposedinthis
paper. For SVM’sparameterssdlection, culture- smu-
lated annealing algorithmisused to optimize SVM pa-
rameters. Firstly the SVM model istrained with the
optimal parameters, andthenitisusedto classify the
video frames, and the shot boundary detectionisimple-
mented once. By extracting featuresof pixel domain
and compressed domain and using adidingwindow to
formthefeaturevectors, it usesSVM for training. By
comparing with other threerdated algorithms, thisal-
gorithm hasthehighest recdl and precision performance.
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