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ABSTRACT

The identification of communitiesis significant for the understanding of
network structures and functions. In this paper, we propose a framework
to addressthe problem of community detection in bipartite networks based

KEYWORDS

Bipartite network;
Community detecting;
Principal components analysis.

on principal components analysis. We show that bipartite network can be
conveniently represented aslinear graph for moduleidentification purposes.
We apply the algorithm to real-world network data, showing that the
algorithm successfully finds meaningful community structures of bipartite

networks.

INTRODUCTION

In recent years, More and moreresearchershave
been interested inthe modul arstructureidentificati on™
of thenetwork. Informaly, amodular structure, or com-
munity isasubgraph whoseverticesaremorelikely to
be connected to one another thanto the vertices out-
sdethe subgraph.

Now thedetection and analysis of modular struc-
turesor communitieshavebeenintensvely sudiedinre-
lation toitsapplicationsin theanalysisof networkg?4
recently. Up to now, many agorithmshave been pro-
posed for detecting communities. Two classical
agorithmsarethespectra bisectionadgorithm ontheba
ssof theeigenvectorsof the Laplacian matrix of anet-
work® and the Kernighan-Lin algorithm that improves
theinitid divison by optimizing thenumber of within-and
between-community edges®. Recently, many a gorithms
based on modularity!” are proposed. For example,
Newman proposed afast greedy algorithm® to maxi-
mize themodularity. The samed gorithm implemented
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with abetter datastructure is proposed by Clauset et
a Pwhichistypicaly thousandsof timesfaster thanthe
algorithm proposed by Kernighanand Lin®. An even
faster and more accurate a gorithm based on subgraph
similarity is proposed by Xiang et a.’@ Ruan and
Zhang™ proposed an efficient heurigticagorithmwhich
combinesaspectrd graph partitioningandalocd search-
ing to optimizethemodularity. Duch and Arenas* pre-
sented amethod to find community structureby extremd
opti mization subject to the modul arity. Wang et al .
proposed avery fast agorithm for community detection
based onlocd information. Newman proposed anadgo-
rithmusing theeigenvectorsof matrices!*¥ Chenetd [
presented afast and efficient dgorithm by adding anode
intoapartid community recursvely until obtainingaloca
optima community.

However, most of the previous works are for
unipartite networks. Inreal world situations, thereare
many bipartite networks compaosed of two typesof non-
overlapping nodesand the linkswhich must have one
end node from each set. In this paper, anew approach
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named CDA_PCA (community detecting algorithm
based on principa componentsanalysis) isproposed
toidentify the communitiesin bipartite network. The
main ideaisfirstly to transform the bipartite network
into thelinear graph, next toimprovethegraph’sinci-
dence matrix, thento use principa componentsanay-
sisfor theincidence matrix and finally to detect com-
munitiesinthetwo parts of bipartite network. Experi-
mental resultsshow our agorithmisespecidly suited
for modul e detection in bipartitenetworks.

METHOD

Basic propertiesof bipartitenetwork

A bipartite network G = (v,E)isagraph whose
vertices can be divided into two disjoint setsV,and
V,suchthat every edge connectsavertex inV, toone
inV,, thatis, V, and V areindependent sets. Besides,
thereisno edge connected between any two verticesin
V,orV, Supposed the partitions of the bipartite
networkareof size,| = n,and),| = n,, respectively.
The adjacency matrix of abipartite network can be
represented astheform of block matrix. Inthe adja-
cency matrix, if thefirstn, rowsand columnscorrespond
totheverticesinV, and thefirstrows and columns cor-
respond to theverticesinV,, theadjacency matrix of

Gcanbeobtained as: 4= f 'SlwhereA1 isan, xn, ma
trix, o, 1Sa@ », x», matrix and O isan al-zero matrix.
Furthermore, a, and a, satisfy thefollowing condi-
tion: A, = A .

Examplel: Given abipartite network H’shown as
follows

We can obtain its adjacency matrix
0 00 0D 1 1 0
D 0 0D 1 0 1
g 00 0D 1 0 1
A0 00 0D 0 1 I
as (11100 0 0, We set, and
1 000 1 0 00
1O TR U O 1 ¢ I 1|
1 I L 0_ 0 _»'-1._ .
=0 b Yd = 4 go|- Note that the matrix
[ 0 e O | 4

A’uniquely representsthe bipartite network.
Linear graph

For any graph e.g. Figure 2, wewill takeits edges
asaset of verticesnamed V, anditsvertices as another
set of vertices V,,which congtitute abipartite network.
If avertex of V, isrelatedto avertex of V,,an edgewill
be added between the two vertices. After these con-
version, graph G can be described as a bipartite
networkH’showninFigurel.

Aswenoted, the bi partite networkH " haspreserved
al information of the origina graph G. Andthe other
way round, the bipartite networkH ’ a so can be con-
vertedinto thegraph G whichwill keep thetotd infor-
mation.

It can be seen that the submatrix A’ of adjacency
matrix A mentioned aboveisjust theincidence matrix
of thegraph G asshowninfigure2whichindicatesthat
figure 2 reserves all information of the bipartite
networkH .

A B C D
\'\ S 1 /
\ \\\ ';" \ /
\ ‘\;/\ /

‘t, J L
1 2 3

Figurel: BiparEite NetworkH’

Figure2: Graph G

If wecount A, B, Cand D infigure 1 as s set of
verticeswhile 1, 2 and 3init as a set of edges, we
would obtain agraph named linear graph correspond-

C

Figure 3: Linear Graph G’
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ingtothegraph G shown asfollows:

In accordancewith Figure 3, wecan find that the
submatrix 5" of adjacency matrix Aisjust theincidence
matrix of thelinear graph G’. Thereforeit can be con-
cludedthatg' hasretained dl information of theorigi-
nal graph G and the bipartite networkH . And each
vertex in Gwould correspondtoacliquein G, that is,
acomplete subgraph.

Thebasicideaof our algorithm

Given abipartite network, for example,gene-dis-
ease bipartite networkH shown as Figure 4, we can
view the nodes of disease phenomeasverticesand the
nodes of disease genome as edgeswhich congtitutethe
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Figure5: Partitionsof thed|seasegene networ k obtained
by our method

graph G. After clustering for the verticesof G, wecan
detect thecommunitiesin it by theuse of communities
detecting dgorithmsand then make clustering for dis-
ease phenomes.

Similarly, we can aso consider the nodes of dis-
ease genome as vertices and the nodes of disease
phenomeasedgeswhich congtitutethelinear graph G’
of G. After mining communitiesfor verticesof G’, we
can makeclusteringfor disease genome.

However, as mentioned above, the bipartite
networkH, graph G and linear graph G’ areequiva ent.
In other words, aslong ascommunity detection for G
or G’, wecan both obtain the clustering resultsfor dis-
ease phenome and disease genome at onetime.

THENETWORK COMMUNITY DETECTION
ALGORITHM BASED ON PRINCIPAL COM-
PONENTSANALYSS

Supposed graph G is generated by the bipartite

networkH whose adjacency matrix is# =

theincidencematrix of Gisp . Weuse principa com-
ponent analysis for the vectors of o° so as to detect
communitiesin G based on theincidence matrix.
Principal componentsanalysis

Assumed that thereare datapoints x;, X, .. x, of n-
dimension space,whi ch can be denoted asthe matrix

.» —— ,,JP
7

Figure6: Partitionsof the disease-gene networ k obtained
by Ref 126
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11 i S 51 &,
e Ty Ty - g Ty
asfollows, |~ = -
mml 'T".".E """ 'TN ‘T"
Where = =—> 2, and x= (L x,).

Let the denotation of the matrix be

pREREEY Y

WhereSisam xm Symmetrical matrix anditcan bere-
written astheform of matrix-vector:

52—, ~7)[= )

Next we’ll computer eigenvalues of S,
namely A, = A, = ;= A >0 and its corresponding
elgenvectorsy, ---1_ which areregarded as orthogonal -
ization, thatis ; -7 =1_ -1 =0,

Wesdlect p bigger eéilgenvalues, viz.a ), - whose
corresponding eigenvectors areij - . Given
& m x » matrix comprised of u = (1, -1 | thedatax (a
m-dimension vector)can be denoted asy ' inthenew
gpacesuchthat . — .., Wherey 'isap-dimensionvec-
tor.

Principal components analysis of theincidence
matrixa:

Inorder to make anaysisof principa components
for convenience, we haveto reconstruct theincidence
meatrix asfollows:

(1) whenthenumber of “1” in each columninexcess of
2(normdly, intheincidence matrix, “1’only gppears
twicein each column,but there may be multiple
“1”emerged herewhichisdetermined by the prop-

erties of thebipartite network),we should change
1
the number of "1"in the column

“1” of each columninto

and then make pai rwise combination for them. Af-
ter thesetransformations, wecanget ¢ columns,for

instance; The matrix*= 1 ?Wi” be converted

ol
32
@
into ? i and then continuously be changed
q9 9
1 411
3 3 2
il Log
Into 3 3
h @ @
i

(2) We use two directed edgesinstead of each undi-
rected edge denoted by each column,
namely”1"standsfor the head of the edge and “*-
1”denotesthetail, thusthe matrix o+ mentioned
abovewill bechangedinto:

[a/3 <173 0 0  1j3 a3 12 a4
An=|-1/3 1/3 1/3 -1/3 0 0 0 0
| 0 0 /3 1/3-1/3 173 iz 179

Denote the transformed matrix asg which is
am » vy matrix, then its covariance matrix is
8m x mSguarematrix shown as:

_ 1 T %
S= B lBB (*)
Theproof of theformula(* )isomitted dueto the
limited space.
Theproperty of covariancematrix S

(1) Sisasymmetrica square matrix.

(2) Assumedthat; = ;, s; isthecovarianceindifferent
dimensionsbetween thevertexiandj. If thereisa
common vertex connected betweeni andj inthe
bipartite network, the covariance isnegative; oth-
ewiseitispogtive. Inthenetwork community de-
tection, thereis positive correlation between thetall
and the head of the edge, so herewe should cal cu-
lated | eigenvaluesof Sand sort them ascendingly,
then sdecttheminima egenvaueanditseigenvec-
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Figure7: Comparison of thematchingrateof twoalgorithms
with the increases of precision(clustering for Disease
PhenomeNetwork)

tor asdiscriminativevector.

(3) Theminima elgenvaueof SisO.

(4) Supposed that G is generated by the incidence
matrix A, of bipartite networkH, the covariance
matrix Sand the Laplacian matrix of G are equal
only up to aconstant factor.

The proof isomitted dueto thelimited space.

THE FRAMEWORK OFTHEALGORITHM

Based on the analysis mentioned above, we can
obtai n the framework of our algorithm shown asfol-
lows

Algorithm CDA_PCA
Input: Abipartite networkWand itsadjacency ma-

trix4= 21 45 .
nameyv, ,v, whosesizearen, and n, respectively.
Output: Community groupsof v, andv, .
Begn
ifn,>n, A=A dseA = A";
RecongtructingA, and obtainingthematrix A, ;
Computing s = AA; ;
Cdculaingeigenvauesof Sviz.y, <\, <. <),
and the corresponding egenvectors, namdy u,, us,...,u, ;
Eliminatingtheminima eigenvalue), =0;
fori=2ton,- 1dol. =, — ) Endfor
Searching for the maximall denoted
asl,amongl,,.-..l, _, ,and then choosingu,,us,...,u, to

Two sets of vertices in W,

——————y FULL PAPER

buildan x (k — 1) matrix, that isu = [u,,us,...,u.];
Supposed the row vector of u are p,,p:....p, ,

P

namely

P,

, k-meansalgorithmismade use of clus-

teringforp,, p,, -, Py, ;

Hencetheclustering for vertices can be obtained
and from that the corresponding edgesclustering also
can begot.

End

EXPERIMENTAL RESULTSANDANALYSIS

All the experiments were conducted on a
3.0GHzPentiumwith 2G memory. All codeswerecom-
piledusngMATLAB 7.0.

Performancecomparison on real-world data

Now let us turn to real-world datasets. We ex-
tract a small subset from OMIM and construct a
diseasome bi partite network named H as shownin
Figure 4. We apply our algorithm to community de-
tectioninFigure4 and investigate correl ations between
elements from the disease phenome and the disease
genome, respectively.

Inorder to makefurther analysisfor convenience,
we compareour agorithmwith theagorithmini® and
theresultsareshownin Figure 5-Figure 8. From Fig-
ure 5 and Figure 6,we cansee that our algorithm ob-

E\
=0

\\

o~

\‘\
e

e — _— ]
| —— U

Ialching e

Figure8: Comparison of thematching rateof twoalgorithms
with theincreases of precision(clustering for Disease Ge-
nomeNetwork)
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tains seven modul es about disease phenomeand three
modules about disease genome. The colorsof circles
and rectangles correspond to the community to which
thedisordersor disease genesbel ongs.

Inaccordancewiththevisud representation of dis-
ease-genenetwork, it can be concluded that our result
accords with the fact better than Ref.[*¢ which indi-
catesthat our algorithm can deeply reveal thereativi-
ties between the diseases and the disease geneswhich
ishel pful to study the pathogenesi sof inherited disease
and make genediagnosisand therapy.

We a so making clustering for thetwo projections
of the Diseasome: the projection on diseases, called
HDN(Human Disease Network, |eft partsof Figure4),
andtheprojection on genes, caled DGN (Disease Gene
Network, right parts of Figure 4). The comparative
resultsof thematching rate of two dgorithmsareshown
asFigure7-Figure8.

According to Figure 7 and Figure 8, we notice that
accompany with theincrease of the precision, no mat-
ter clustering for HDN or DGN, our algorithm is of
higher matching raiewhichindicateour dgorithmismore
efficient.

Southern women networ k

Asthe second experiment, we consider southern
women network'” to verify the accuracy of
CDA_PCA. Thereare 18 women nodesand 14 events
nodes, with 89edges|inking towoman nodesand event
nodes if the women attended the corresponding

. | ;:.'. ( :}E{a_

Figure9: Partitions of the Southern women network ob-
tained by our method

Figure 10 : Partitionsof the Southern women networ k ob-
tained by Guimeral*?

/
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S0 "’“1:‘&"“«‘"’ .
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Figure11l: Partitionsof thedisease-gene networ k obtained
by Murata®
eventgi&2y,

The community partitionsobta ned by our method
and some other approaches are shown in Figure 9-
Figure 13. Women areindicated ascircle symbolslo-
cated at the upper camber, while eventsareindicated
assguare symbolslocated at thelower camber. Nodes
inthe same community are painted in the same color.
It can be observed that our method dividesthe events
into threecommunitiesand 18 womeninto two groups.
Itissatisfyingtofind that only our partition for women
(thecircle symbols) is consistent with that proposed
by Freeman. Our partition of eventsinto three com-
munitiesisal so reasonable, asit conformsto thecri-
teriaof “good”. We can seethat event communities
{1-6} and {10-14}, respectively, correspond to

Hn Tudian Jounual
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Figure12: Partitionsof thedisease-gene networ k obtained
by Bar ber 2
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Figure13: Partitionsof the disease-gene networ k obtained
bySuzuki?4

woman communities{ 1-9} and{10-18}, whileevent
community { 7-9} correspondsto both woman com-
munitieswhich indicate that the correspondence be-
tween communities obtained by our method isclear.
We can a so find that our method detect communities
of many to-many correspondencewell. However, Fig-
ure 10-Figure 12 can only detect communities of one-
to-one correspondence. Figure 13 can detect com-
munities of many to-many correspondence, but this
partition seemssomewhat irrationa, Snceseverad com-
munitiescontain only one node.

== FULL PAPER
CONCLUSION

In this paper, we propose anovelcommunity de-
tection method CDA_PCA based on principal com-
ponents analysis. We convert the origin bipartite net-
work into theequivaent graph or linear gragph and make
recongtructionfor thegrgph’sincidence matrix, and then
detect communitiesby theuseof principal components
analysismethod. Experimental results show our dgo-
rithm can successfully identify themodular structure of
bipartite networks.
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