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ABSTRACT

Bioinformatics is the subject of using computer to store, retrieve and
analyze biological information. Sequence alignment isabasic problemin
Bioinformatics, and its main research work isto devel op rapid and effective
sequence alignment algorithms. We may discover functional, structural
and evolutionary information in biological sequences by sequence
comparing. The ant colony optimization genetic algorithm (ACOGA) isan
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improved algorithm based on the ACO by optimizing its parametersthrough
the GA. In this paper, the ACOGA is applied to sequence alignment in
biocinformatics and a novel Hybrid Intelligence Algorithm is proposed.
The experiment results indicate that the newly proposed algorithm is

effective. © 2013 Trade Sciencelnc. - INDIA

INTRODUCTION

Sequencedignment meansto comparetwo or more
DNA or protein sequencesrepresented by definite char-
actersthrough certain dgorithmsso astofind out their
maximad samilarity match. After yearsof research, people
have searched out many effectiveadgorithms.

Dot plotting isthe bas c method in double sequence
alignment. In 1970, Gibbset al .Y adopted the matrix
dot plotting method to seek for similarity match frac-
tionsin the sequences. Alsoin 1970, Needleman and
Wunschi? proposed the double sequencedignment d-
gorithmonthebas sof dynamic planning. In1981, Smith
and Watermant® devel oped thelocal alignment algo-
rithm onthebasi sof affine space pendized mode, thus
enabling thedynamic planning alignment algorithmto
seek for thoseloca high similarity fractionsinthetwo

sequences. In 1975, according to thedivide and con-
quer strategy, Hirschberg® proposed animproved al-
gorithm onthebasisof thedynamic planningagorithm.
Infact, thisisastrategy of trading timefor space. In
2000, the FastL SA dgorithm proposed by Charter and
Schaefer™ makes atradeoff between space complex-
ity and runningtime. In 1978, Dayhoff et . set upthe
PAM substitution matrix after sudying theevol ution of
protein sequences. In 1992, Henikof et d.[ introduced
thelater widely adopted BLOSUM substitution matrix
into thealignment a gorithm. Currently, the FastA and
the BLAST aretwo famous search d gorithms, both of
which arebased on local similarities. The FastA ago-
rithm was put forward by Pearson and Lipman® in
1985, which can searchin DNA and protein databases.
TheBLAST algorithm was put proposed by Altschul
et d. in 1990 and has becomethemost popular tool in
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database searching. Henceforth, any improved BLAST
agorithm alowstheinsartion of blank dotswhilethe
UniBLAST™ tool kit canfilter those meaninglessse-
guencesfrom the abundant sequences obtained from
searching.

Inrecent years, studieswhich gpply the optima al-
gorithm to sequence aignment have beenincreasing
gradually. Mologni and Shinodaproposed an dgorithm
that usesthe genetic dgorithm (GA) to conduct double
sequencedignment. Intheir framework, abatch of se-
quencedignment resultsaregroupedintoaninitia popu-
lation, inwhich better aignment resultswill be selected
to beduplicated, and the crossover and mutation op-
eratorsareused to generatethe next generation of popu-
lation, and finaly the optimal aignment resultswill be
obtai ned by convergencethrough the evol ution of mul-
tiple generations. In 1997, Cedric, Emmet and
Desmond™ proposed agenetic algorithm (GA) for
multisequence aignment. Theant col ony optimization
agorithm (ACO) isanew kind of smulated evol ution-
ary agorithm, the use of which to solvethe sequence
alignment problemisan attempt of the optimal algo-
rithminthisfield. Reference™ appliedtheACOtothe
sequencedignment in bioinformatics.

Inthisstudy, theACOGA isapplied to sequence
aignment, thusfixing up thedefects of theACO’sloca
optimal results. The experiment results show that our
agorithmismoreeffectivethanthat proposedinrefer-
encel’d,

THE SEQUENCEALIGNMENT
ISSUE IN BIOINFORMATICS

The main idea of the sequence alignment (SA)
methodisasfollows: for asequenceS, |Sisthelength
of sequence S, and Si representstheith character in

sequenceS. ;:S;; indicatesthat the sequence betweeni

and j isasubsequence of sequence S. Thecharacters
in Saredetermined by acertain finite character set
(for example, DNA isdetermined by A, T, Cand G; a
single-letter amino acid isdetermined by 20 kinds of
|etters, etc.). Thevariation of genetic sequencesinmu-
tation includes subgtitution, insertion, and deletion. We
use““-” to represent the blank sotsgenerated by inser-
tion and deletion. For xy<aut-, fixy) iISdefined asa

scoring functionto represent the score obtained when
x iscompared withy. Equation (1) isoneof itsforms:
2,x=yeQ
ol ®
A sequencedignment A between Sand T isrepre-
sented by the one-to-one correspondence between the
charactersin the sequences, inwhich  ‘$;s 7 jand
a$|s |s, |7 |T. Thedeetion of thespaceswithresultin
SandT.thescoreof Ais:

)
Thedignment whichresultsinthemaximal vaueis
theoptima dignment.

IS
Score(A) =2, p(S,.T))

THE DEFICIENCIESOF THE
ACOSAALGORITHM

Theant colony optimization (ACO) dgorithmsmu-
latesthe behavioral feature of antswhenthey are au-
tonomoudly searchingfor the shortest pathinthe course
of carryingfood. Whenimproved, theACO agorithm
can be appliedto different fields. The ant colony opti-
mization sequencedignment (ACOSA) dgorithm de-
signedinreference™ iseasy tofall intothelocal opti-
mal result. Therefore, anew kind of ACOGASA dgo-
rithmisdesigned in this study to overcomethis defi-
ciency. Thebasicideaof thisagorithmisasfollows:
first, transformthe ACO so asto makeit apply to the
sequencedignment (SA) dgorithm, thatis, thenew kind
of ACOSA a gorithm; then, use the genetic algorithm
(GA) to optimizeagroup of the parametersof theACO
agorithm so asto expand the search space of theACO
dgorithm, thusmakingthefina adgorithmnot beeasy to
fall intothelocal optimal result and consequently in-
creasing thepossibility of convergingtotheglobal opti-
mal result. Theexperiment results show that thismethod
ismoreeffectivethan theal gorithm designed in refer-
enceld.

ALGORITHM DESIGN

Thedesign of thenew kind of ACOSA

For sequences SSCAGGA and T=CGGTTA, the
matrix showninFigure 1isset up by imitating the dy-
namic planning method. Theant sartsfromthetop | eft

s BioTechnology

An Tudian Yourual



710

A new sequence alignment algorithm based on hybrid intelligence algorithm

BTAIJ, 8(5) 2013

FULL PAPER o

corner and chooses a path to reach the bottom right
corner, thusforming an alignment. We designate that
whenacell ismoved horizontally or verticaly, it means
that ablank slot isinserted in the corresponding se-
quences, and that when acelled ismoved diagondly, it
means the match between the characters correspond-
ingto thenewly reached positions.

- C G G T T A

IO 0!

Figurel: Thewalked path of asingleant

Thepathin Figure 1 representsthefollowing dign-
ment results
SequenceS’: CAGG—A
SequenceT’: C-GGTTA

According to the computations on the basis of
equation (1) and equation (2), the score of thealign-
ment resultsisb. Inall the pathsfound, thealignment
which scoresthehighest istheoptimal alignment. Se-
guencedignment has certain requirement for thenum-
ber of blank dotsinserted. Therefore, thedesign of the
ACOSA dgorithmisdifferent fromthetraveling sales-
man problem (TSP).

In the newly designed ACOSA algorithm, ant z
(z=1, 2, ...m) sartsfromthetop | ft corner of thema:
trix, and according to the probability defined by equa-
tion (3), movesto thenext position until it reachesthe
bottom right corner:

(vijk ()* (niji ()P
X2 i )% (nijic )P

pﬁk (t)=

3)
Ny ) =(F(x+y)+2)/5 4

7y (t) representsthe pheromonedensity dong the
path R, inthekthdirection at position (i,j) inFigurel
at moment t. Intheequations, i=0, 1, 2, ...|S},j=0, 1,

2,...[T},andk=1, 2, 3, representing therightward, right-
downward and downward directions. Theinitia mo-

mentisset as 7, (0) = 7, (7, isaconstant).

17, (1) represents ascale operator, whosevalueis

BioTechnology o

between 0 and 1, whichisin direct proportion to the
matching score. If theant’s present positionis(i,)), if
thedirection k=1 or k=3ischosen, thentheaignment
scorewill be-1 according to equation (1); if thedirec-
tionk=2ischosen, then theaignment scorewill be2 or
1. However, whentheACO agorithmisused to solve

the TSPproblem, the 77; factor isascalefactor, whose
vaueisbetween0and 1, whichisininverse proportion

to the distance between cities. Hence, the 77, () here

should also havethis sense, namely shouldbeascae
operator, whosevaueisbetween0and 1, whichisin
direct proportion to the matching score. Onthebasis
of thispoint, the score value should be mappedinto a
vauewnhich can satisfy thiscondition. Thesimplest way
isto add apositive valueto the score so asto change
thescoreinto apositivevaueinthefirst place, andthen
divideit by alarger integer so astotransformitintoa
valuewhich satisfiesthe condition. Thisvaue can be
adjusted accordingly depending on thedifferencesin
equation (1). « and p aretheweight valuesallo-
cated to pheromone and heuristicsinformation, thus
embodying thedegree of their influenceon decision.
The two values can be adjusted reasonably in
experiments.The selection strategy adopted by this study

isasfollows: first, set g,“(0,1) g, (01, when theant is
choosing the path, a random number p is generated from
(0,2); when p<gq,, ant z chooses the direction k whose

valueisthelargestin pj (t) (k=1,2,3); when p > q,, ant
z randomly chooses one of the three directions and walks
aong.

When al theantsreach the bottom right corner of
thematrix by different paths, agroup of alignment re-
sultswill beobtained, thusfinishing oneloop of search-
ing for theoptimal path. At thismoment, global updat-
ingisnecesstated for the pheromone density on each
path, because new pheromonewill beaddedinand old
pheromonewill voldilize. Set p < (0,1) asthevolatiliza:
tion coefficient, then 1- p reflectsthevolatilization de-
greeof the pheromone. Theupdating equationsare (5)

and (6):
Tijk(t"'n):Px"ijk(t)"'ATijk (5)
Aty =" At (6)

Av,, the pheromoneincrement for path R, during
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thisloop. Theinitial moment Az, =0. Az}, represents
the pheromoneamount | eft by the zth ant dong the path,
asshowninequation (7):
QxA,,if ant z has passed Ry,
Aty ={ ) @)
0,otherwise

A __ Score?+MaxScore (8)

z 2xM axScore

Q isaconstant; A correlates with the score of
the sequence alignment represented by the path
waked by antz. Inthe TSP, L, isused to represent
thepath length, whichisawayslarger than zero. How-
ever, the score of sequence alignment can be nega-
tive. Therefore, the score should be mapped into a
positivevauebeforedlocatingitto A . Thehigher the
alignment score, thelarger the . The mapping method
adopted inthisstudy issimilar to that of , asshownin
equation (8), inwhich representsthetotal scorethat
ant z has obtained from its paths during this round;
MaxScore represents the possi ble maximal score ob-
tained from computationsfrom equation (1) and equa-
tion (2).

Becausetheantschoosedifferent paths, thelengths
of the pathsthey covered may not be equal, namely,
they may not reach the bottom right corner of the ma-
trix at thesametime. Therefore, aflagwhoseinitid vaue
isOisadded to each ant, and thisflag will besetto 1
when the ant reachesthe bottom right corner. When dl
theantsreach thebottom right corner and after theglo-
bal updating of the pheromonehasbeenfinished, dl the
antswill berelocated to thetop left corner of the ma-
trix, set theflag to O, and start the next round of |oop.
Theagorithmwill terminatewhen themaximal evolu-
tion generation number has been reached or when the
optimal result remainsunchanged for ten consecutive
generations.

In order to quicken thesearch, the optimal result of
each loop isrecorded and then compared with other
optimal results obtained from other loops so asto ob-
tainthefina optimal result.

Thedesign of theACOGASA algorithm

Pilat and White*® adopted the genetic algorithm
(GA) to optimizethreethe parameters ,and of theACO
algorithm and conduct asimulation verificationinthe
traveling salesman problem (TSP). Thisstudy adopted

the GA agorithmto optimizefour parameters(,,and)
of theACO dgorithm to expand the sol ution spaceand
overcomethedeficiency of theACOinbeing easy to
fall into thelocal optimal result, and then applied it to
the sequencedignment in bioinformatics. The experi-
ment results show that the effect of thisACOGASA
agorithmin sequencealignment isrelatively remark-
able.

The ACOGA SA agorithm can be described as
follows

Step 1: according to the parameter combinations
(«,p,p and g, ) of theACO agorithm, generate the
initia population, and meanwhileset ;

Step 2: decodeevery individual inthepopulation,
obtainthevauesof ,,and respectively through compu-
tations, and obtainthefitnessvauefor every individua
inthepopulation according to thefollowing steps,

@ Initiation: search loop number NC=1, Az, =0,
set theflagsof al theantsflag=fase;

@ For ant z=1, 2, ..., m, carry out the following op-
erdions

If theant does not reach the bottom right corner of
the matrix, then according to the generated random
variableto determineto use equation (3) or randomly
chooseapath, movetheant toanew position; if theant
doesreach the bottom right corner of the matrix, then
st flag=true;
® When dl the antshave reached the bottom right
corner of thematrix, compute each ant’s pheromone
Increment according to equation (6) and equation (7);
@ Conduct updating to the pheromone on the paths
according to equation (5), record the optimal result
obtai ned from the present loop, NC=NC+1; put all
theantsto thetop | eft corner of the matrix, set
flag=fdse, A7y =0;
®If or theoptima result remainsunchanged for ten
consecutiveloops, then turnto @; otherwiserecord
theoptimal result obtained from the present loop as
theindividud’sfitnessvaue;

Step 3: Select thoseindividua sfor the next gen-
eration according to theroul ette rules determined by

theindividuds’ fitnessva ues,
Step 4. Conduct crossover operation according to

probability p.;
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Step 5: Conduct mutation operation according to
probability p,,;

Step 6: If the termination conditionsare not met,
thenturnto Step 2; otherwise, goonto Step 7;

Step 7: Usetheindividual whosefitnessvaueis
optima inthe output population asthe problem’ssatis-
fying or optimal result, and decode and obtain theval-

uesof «, 3, p and g,respectively corresponding to the
optimal result through computations, and then obtain
theoptimal sequenceaignment and the score.

EXPERIMENT RESULTS

From the GenBank database we chosetwo DNA
sequences NM_ 003533 and NM_ 003536 whose
lengthswere 477 and 472 charactersto conduct align-
ment and use the BLAST matrix to mark the score.
From the PDB database we chosetwo amino acid se-
gquencesAAX46609 and XP_533117 whoselengths
were both 492 characters to conduct alignment and
usethe PAM-250 matrix to mark the score. Thenwe
adopted NC=100 (iteration number), m=30 (total num-

ber of ants), 7,=1.0, =20, =10, p=08, ¢, =02

and Q=100 as the parameters of the ACOSA; we
adopted NC,_, =100 (number of ant searching times),
m=10 (total number of ants), , Q=100, population size
=4,p, =08, p, =008, MaxGeneration (genetic gen-
eration number)=100 as the parameters of the
ACOGA SA dgorithm; and then we respectively used
the ACO agorithmin reference*® and the approach
proposed in thisstudy to conduct ten rounds of experi-
mentson thetwo DNA sequencesand thetwo amino
acid sequences, and obtained the minimum score, the
average score, and the maximum score, asshownin
TABLE 1.

From TABLE 1 we can clearly see that the
ACOGA SA dgorithmisbetter than theACOSA algo-
rithm. Meanwhile, when the optimal resultswere ob-
tained for the DNA and amino acid sequences, wede-
coded the optimal individual obtained from the
ACOGASA agorithm to get the parameters of the
ACO dgorithm. After anayzing these parameters, we

TABLE 2: Thevaluerangesof the parameters(a, 8, o and
%)

(24 B P Qo
2~5 3~5 0.1~0.6 0~0.3

TABLE 1: Theminimum scor e, the aver age scor e, and the maximum scor eobtained from theten experimentson the DNA

and amino acid sequence alignments

Sequences aligned Sequence alignment algorithm

Minimum value  Averagevalue = Maximum value

NM_003533 and ACOSA
NM_003536 ACOGASA
AAX46609 and ACOSA
XP_533117 ACOGASA

1642 1672.3 1689
1684 1691.2 1693
2261 22711 2273
2267 2276.6 2278

obtained the approximate value ranges of them, as
showninTABLE 2.

CONCLUSION

The present study applied theACOGA a gorithm
to thesequence aignment (SA) inbioinformaticsand
obtained desirable SA effects, thusproviding anew ap-
proachtothe SA inbioinformatics. Infact, solong as
we usedifferent scoring functionsand scoring matrices,
we can obtain different experiment results, and the
ACOGA agorithm can also be appliedtothe SA in
RNA. And work inthisaspect will be content of our

further researchinthefuture.
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