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ABSTRACT 
 
Accurate prediction of oil production is very important to help the company make a
reasonable plan and avoid blind investment and achieve sustainable development. The
selection of the appropriate parameters of support vector regression algorithm is very
important for the forecasting performance of support vector regression algorithm. This
study employs genetic algorithm to select the appropriate parameter of support vector
regression algorithm.Thus, this paper presents genetic- support vector regression
algorithm for oil field development and production prediction. The comparison of the oil
production forecasting error among genetic-support vector regression algorithm shows
that the oil production forecasting error of genetic-support vector regression algorithm is
small than support vector regression algorithm and BP neural network. 
 

KEYWORDS 
 
Oil field; Oil production prediction; Regression algorithm; Genetic algorithm. 
 



BTAIJ, 10(11) 2014  Guo Dongfeng   5511 

 

INTRODUCTION 
 
 Accurate prediction of oil production is very important to help the company make a reasonable 
plan[1-3] and avoid blind investment and achieve sustainable development[4,5]. Support vector regression 
algorithm is a popular prediction model[6,7]. It can map the input data into a high dimension space by 
nonlinear mapping function and solve the regression problem in the high dimension space[8]. The 
selection of the appropriate parameters C ,σ ,ε  of support vector regression algorithm is very important 
for the forecasting performance of support vector regression algorithm. This study employs genetic 
algorithm to select the appropriate parameter of support vector regression algorithm. Thus, this paper 
presents genetic- support vector regression algorithm for oil field development and production 
prediction. 
 Oil production of Jianghan oil region from 1983 to 2005 is used to study the effectiveness of 
genetic- support vector regression algorithm compared with other intelligent prediction methods. In 
order to show the superiority of genetic-support vector regression algorithm further, the comparison of 
the oil production forecasting error among genetic-support vector regression algorithm, support vector 
regression algorithm and BP neural network is employed. The comparison of the oil production 
forecasting error among genetic-support vector regression algorithm shows that the oil production 
forecasting error of genetic-support vector regression algorithm is small than support vector regression 
algorithm and BP neural network. 
 

GENETIC- SUPPORT VECTOR REGRESSION ALGORITHM 
 
 Support vector regression algorithm can map the input data into a high dimension space by 
nonlinear mapping function and solve the regression problem in the high dimension space. The 
regression function of support vector regression algorithm can be given as follows: 
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 where ix  represents the input vector, w  represents the weight vector and b  represents the bias. 
We can solve the regression problem by introducing two positive slack variables ξ  and ∗ξ : 
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 where C is the regularization parameter, ξ  and ∗ξ  are the two positive slack variables. 
 Finally, the regression function of support vector regression model is obtained by solving the 
above optimization problem. 
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 The Gaussian kernel: 
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 is employed to establish the support vector regression model. 
 And support vector regression model with the Gaussian kernel is obtained by solving the above 
optimization problem. 
 

( ) b
2

xx
expaa)x(f 2

i
n

1i

*
ii +⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

σ

−
−=∑

=
 (5) 

 
 where σ  is the width of the Gaussian kernel. 
 The selection of the appropriate parameters C ,σ ,ε  of support vector regression algorithm is 
very important for the forecasting performance of support vector regression algorithm. This study 
employs genetic algorithm to select the appropriate parameter of support vector regression algorithm. 
 Genetic algorithm (GA), based on Darwinian evolution principle[9],has the higher global optimal 
ability[10]. Therefore, the detailed steps of selecting the appropriate parameters C ,σ ,ε  of support vector 
regression algorithm can be described as follows: 
 Step 1 Code the parameters C ,σ ,ε  of support vector regression algorithm 
 Step 2 Randomly generate a population of the chromosomes 
 Step 3 Set the training parameters of genetic algorithm 
 The probability of crossover is set to 0.6,and the probability of mutation is set to 0.01. 
 Step 4 Evaluate the fitness of each chromosome by the following formula: 
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 where iy  is the actual value, and iy′  is the validation value. 
 Step 5 Generate the new chromosome by genetic operators 
 Step 6 The computational process terminates when the maximum iterative number is reached. 
Otherwise, go to Step 4. 
 

EXPERIMENTAL RESULTS 
 

 As shown in Figure 1, oil production of Jianghan oil region from 1983 to 2005 is used to study 
the effectiveness of genetic- support vector regression algorithm compared with other intelligent 
prediction methods. Oil production data of Jianghan oil region from 1983 to 1998 are used to establish 
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the training sample sets with 4 dimensions, and others are used to establish the testing sample sets. The 
training sample sets are described as follows: 

 
 
 

 
 

Figure 1 : Oil production of Jianghan oil region from 1983 to 2005 
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 where X represents the input vectors of the training sample sets and Y represents the 
corresponding outputs of the training sample sets. 
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Figure 2 : The oil production forecasting value of genetic-support vector regression algorithm 
 Figure 2 shows the oil production forecasting value of genetic-support vector regression 
algorithm, the oil production forecasting value of support vector regression algorithm is given in Figure 
3, and Figure 4 shows the oil production forecasting value of BP neural network. 

 

 
 

Figure 3 : The oil production forecasting value of support vector regression algorithm 
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Figure 4 : The oil production forecasting value of BP neural network 
 
 In order to show the superiority of genetic-support vector regression algorithm further, the 
comparison of the oil production forecasting error among genetic-support vector regression algorithm, 
support vector regression algorithm and BP neural network is employed. Figure 5 shows the oil 
production forecasting error of genetic-support vector regression algorithm, the oil production 
forecasting error of support vector regression algorithm is given in Figure 6,and Figure 7 shows the oil 
production forecasting error of BP neural network. 

 
 

Figure 5 : The oil production forecasting error of genetic-support vector regression algorithm 
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Figure 6 : The oil production forecasting error of support vector regression algorithm 
 

The comparison of the oil production forecasting error among genetic-support vector regression 
algorithm shows that the oil production forecasting error of genetic-support vector regression algorithm 
is small than support vector regression algorithm and BP neural network. 

 

 
 

Figure 7 : The oil production forecasting error of BP neural network 
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 This paper presents genetic- support vector regression algorithm for oil field development and 
production prediction, and this study employs genetic algorithm to select the appropriate parameter of 
support vector regression algorithm. In order to show the superiority of genetic-support vector 
regression algorithm further, he comparison of the oil production forecasting error among genetic-
support vector regression algorithm, support vector regression algorithm and BP neural network is 
employed. The comparison of the oil production forecasting error among genetic-support vector 
regression algorithm shows that the oil production forecasting error of genetic-support vector regression 
algorithm is small than support vector regression algorithm and BP neural network. 
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