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ABSTRACT

In this study, a wavelet neural network (WNN) constructed of general
neural network employing the wavelet function as the activation function
was used in the enzymatic synthesis of betulinic acid ester using phthalic
anhydride as acylating agent. The genetic algorithm (GA) was selected to
optimize the weights of neural network. Theinput parameters of the model
were reaction time, reaction temperature, amount of enzyme and substrate
molar ratio while the percentage isolated yield of ester was the output.
After evaluation of various WNN configurations, a topology with 4-15-1
arrangement gave the best performances. The root mean sguare error
(RMSE) and coefficient of determination (R?) between the actual and
predicted yields were determined as 1.8366 and 0.9758 for training set,
0.7915 and 0.9976 for testing set and 4.1991 and 0.8339 for validation set,
respectively. The constructed WNN-GA model showed relatively higher
importance of time and amount of enzyme than temperature and molar ratio
in the enzymatic reaction. All these results showed that the WNN-GA has
agreat potential ability in predicting the isolated yields of the enzymatic

reaction. © 2014 Trade Sciencelnc. - INDIA

INTRODUCTION

Betulinicacid (1) (34-hydroxy-lup-20(29)-en-28-
oicacid), isanatura pentacydlictriterpenoid which has
severa pharmacol ogicd activitiessuch asinhibition of
human immunodeficiency virus(HIV), anti-bacterid,
anti-mdarid, anti-inflammatory, anthe mintic, antioxidant
and anticancer properties. However, further clinical

devel opment of betulinic acidinthe pharmaceutical in-
dudtriesisstrongly limited duetoitspoor hydrosolubility
and pharmacokinetic properties (absorption, distribu-
tion, metabolism and dimination)?. Thus, muchworks
have been focused on modification of betulinic acid at
the C-3 and/or C-28 positionsin order to increaseits
hydrosolubility and biologicd activity®9. Theintroduc-
tion of polar groupsat the C-3 and C-28 positionssuch
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asphthalates, amino acidsor sugar moietiesincreases,
in certain cases, the hydrosol ubility and anticancer ac-
tivity®8,

Lipases(triacylglycerol hydrolases, EC3.1.1.3.)
usualy catalyze hydrolytic reactions. However, thees-
terification (reversereaction) can be done, whenthe
organic solvents(low water environments) areusedin
the reaction media”. These biocatalysts show many
advantagesover chemical cataysts: their specificity
(regiosdlectivity and enantiosdl ectivity) alow themto
catalyzereactionsunder mild conditions of tempera-
tureand pressure, with lower sideproductsand waste
treatments costg®.

Artificid neurd network (ANN) isahighly smpli-
fied moddl of the structure of abiological network®.
Thefundamenta processing element of ANN isan ar-
tificia neuron (or smply aneuron). A biological neuron
receivesinputsfrom other sources, combinesthem, per-
formsgeneraly anonlinear operation ontheresult, and
then outputsthefinal result™®. Thebasic advantage of
ANN isthat it does hot need any mathematical model
sincean ANN learnsfrom examples and recognizes
patternsin aseriesof input and output datawithout any
prior assumptionsabout their natureand interrel ationg?.
ANN isagood aternativeto conventional empirical
modeling based on polynomia and linear regressong™.

Thewave et neura network (WNN) isacombina
tion of wavel et transform and the artificial neural net-
work (ANN). Thewavelet functionsareused in WNN
astransfer functionin each neuron (node). Inthe WNN,
the architecture is amost exactly the same asANN
except that thetransfer functionisreplaced by awave-
let function and thelearning procedureissimilar with

M.
[

Phthalic anhydride

thetraditional ANN to modify the parameters of model
accordingtothevaueof theoutput error by the conju-
gate gradient method*2.

Genetic algorithm (GA) is a stochastic generd
search method which proceedsin an iterative manner
by generating new popul ationsof individualsfromthe
old ones. GA uses stochastic operatorssuch as selec-
tion, crossover and mutation onaninitialy random popu-
lation in order to compute anew population*3. The
search features of the GA is contrast with those of the
gradient descent and Levenberg-Marquardt (LM) in
that it isnot trajectory-driven, but popul ation-driven.
The GA isexpectedto avoidlocd optimafrequently by
promoting exploration of the search space, in opposi-
tiontotheexploitativetrend usually allocated to local
search dgorithmslikegradient descent or LM™,

The aim of this study is to obtain an optimized
WNN for predicting theyield of enzymatic reaction of
betulinic acid with phthalic anhydride (Figure 1) using
GA aslearningagorithm.

MATERIALAND METHODS

Material

Immobilized lipase(triacylglycerol hydrolase, EC
3.1.1.3; Novozym 435, 10000 PLU/g) from Candida
antarctica, supported onamacroporousacrylicresin
with awater content of 3% (w/w) was purchased from
Novo Nordisk A/S (Bagsvaerd, Denmark). Chloro-
formand n-hexane obtai ned from F sher chemica swere
used asthe organic solvents. Betulinic acid wasiso-
lated from Malaysian Callistemon speciosus accord-
ing to the procedure described by Ahmad et & ., 1999.

Betulinic acid

Movozym 435, Solvent a
do :
(1) i~
# ™ coom 2

J-k-phthalyl- betulinic acid

Figurel: Reaction between betulinic acid and phthalicanhydrideusing Novozym435 asabiocatalyst
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Phthalic anhydridewaspurchased fromAcros, Belgium.  Celite®545 (170 mg), different amounts of enzyme,
Ethyl acetate, Celite®545, Na,SO,, K,CO,andHCI  chloroform (10 ml) and n-hexane (10 ml) were added
was purchased from Merck, Germany. All chemicals  phthalic anhydridewith difference molar ratio (mmol
wereof analytical reagent grade. betulinic acid/mmol phthalic anhydride). Thereaction
Enzymaticesterification mixturewasmagneticaly stirred (150 rpm) at different

Figure 1isshown theenzymaticreactionwhichwas reaction temperaturesand reactiontimesasshownin
usedin thisstudy. To amagnetically tirred solutionof ~ TABLE 1. Eachreaction wasrepeated intriplicate and
betulinic acid (25 mg, 0.0547 mmol), K ,CO, (6 mg), resultsrepresented were the mean val ues of threein-

TABLE 1: Experimental values(training, testing and validation data), actual and model predicated of isolated yield on the
enzymaticreaction

Isolated Yield (%)
Actual  predicted

RunNo. Time(h) Temperature(°C) Amount of Enzyme (mg) Molar ratio*

Training data

1 8 50 150 0.6 33.3 34.24
2 24 50 150 0.6 58.8 60.53
3 16 40 150 0.6 31.1 32.56
4 16 50 50 0.6 39.8 39.49
5 16 50 250 0.6 43.1 45.02
6 16 50 150 0.2 29.5 28.72
7 12 45 100 0.4 20.2 21.17
8 20 45 100 0.4 36.5 35.60
9 20 55 100 0.4 47.4 48.89
10 12 45 200 0.4 27.6 26.54
11 20 45 200 0.4 43.2 43.93
12 12 45 100 0.8 35.6 36.52
13 20 45 100 0.8 49.1 51.28
14 12 55 100 0.8 55.2 54.27
15 12 45 200 0.8 40.8 40.91
16 20 45 200 0.8 58.6 55.19
17 12 55 200 0.8 52.5 52.71
18 20 55 100 0.8 62.7 62.93
19 16 60 150 0.6 53.3 54.54
20 16 50 150 1.0 58.9 58.55
21 16 50 150 0.6 54.7 48.79
Testing data
22 20 55 200 0.4 46.4 47.35
23 12 55 100 0.4 36.2 35.30
24 12 55 200 0.4 354 34.63
25 20 55 200 0.8 60.4 60.87
Validation data
26 24 45 176 1.0 57.5 54.37
27 24 50 176 1.0 60.5 54.11
28 20 53 148 0.8 64.3 61.94
29 20 54 145 0.9 64.7 60.92

Molar ratio = mmol betulinic acid/mmol phthalic anhydride
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dependent experiments. Control experimentswere per-
formedin theabsence of enzyme. Asaresult, no chemi-
cal acyl transfer reaction was detected. Qualitative
analysis of reaction mixtureswas made by thin layer
chromatography (TLC) onsilicagel plateseluted with
system n-hexane/ethyl acetate (9:1, v/v). The plates
werevisualized under UV lamp and/or iodine vapor.
Under theseconditions, 3-O-phthalyl- betulinicacid (2)
had an R, of 0.9. Quantitativeanalysis of sampleswas
made according to the procedure described by
Kvasnicaet d.[. At predetermined timeintervals, flasks
weretaken and enzymewasremoved by filtration and
washed twicewith chloroform. Thefiltratewas evapo-
rated to drynessand ethyl acetate wasthen added and
washed twicewith agqueous sol ution of HCI and twice
with water. Theorganic layer wasdried over Na,SO,
and concentrated under reduced pressure. Theresidue
was chromatographed with gradient on silicage 60 (n-
hexane/ethyl acetate, 9:1— 5:1, v/v). The ester frac-
tionswere combined and weighed after evaporation of
the solvents. The percentage isolated yield of ester
(%Yidd)isdefined asfollows:.
mmol isolated betulinic acid ester
mmol used betulinic acid
The product has been characterized by recording
the H and *C-NMR spectra of the compound on a
Varian Unity Inova500 NM R spectrometer operating
at 26°C and matched literature data™.

%Yield =

100 1)

Experimental design

Commercidly availableNeura Power, professond
version 2.5wasemployed in thisstudy. This software
has been used by severd researchers'#24. Theexperi-
mental data used for ANN design are presented in
TABLE 1. The experimental datawererandomly di-
vided into three setsusing the option availablein the
software: 21, 4, 4 of data setswere used astraining
data, testing dataand validation data, respectively. The
training datawas used to computethe network param-
eters. Thetesting datawas used to ensure robustness
of the network parameters. If anetwork “learns too
well”” from the training data, the rules might not fit as
well for therest of thecasesin thedata. To avoid this
“overfitting” phenomenon, the testing stage was used
to control error; when it increased, the training was
stopped?. Thevalidation datawas used to assessthe

BioTechnology —

predictive ability of the generated mode 3.
WNN-GA description

Inthisstudy, the network architecture consisted of
aninput layer, one hidden layer and an output layer.
Theinputsfor the network includereactiontime, reac-
tion temperature, amount of enzyme and substrate mo-
lar ratio; output i sthe percentage of theisolated yield of
ester. Thestructure of proposed ANN isshowninFig-
ure2. In order to determinetheoptimal network topol-
ogy, the number of neuronsin the hidden layer wasex-
amined by devel oping severa networksthat vary only
withthesizeof hidden layer. Thetransfer functionwas
chosen wavel et. Themost commonly used waveletis
theMorlet wavel et basisfunctioninthe WNN, which
isdefined asfollows:

-
=

Wwit) = cos(1.75t) exp_T @)

where(t) isawavelet function and (t) can bere-

garded asthenet input to node hidden or output layer.
TheWNN istrained using genetic agorithm.

For genetic operationsdefinition, inthiswork, the
sizeof thepopulationwas setin 30inthe GA imple-
mentation. The*“absolute top mate selection” was used
for Selection (reproduction). In thistype of selection,
thefirst parent issdlected by thefittest individud (chro-
mosome) of all iteration and the second parent isse-
lected randomly!*4. The other genetic operationis
crossover. In the proposed algorithm, “intermediate
crossover” was done which is a kind of linear combi-
nation of thetwo parents?4. Besides, the crossover
rate (i.e. the probability that two chromosomes will
swap their genes/characters) was setin 0.8. Themu-
tation isalso akind of genetic operation. The muta-
tion changesthecharactersin anindividud withasmal
probability between 0.001 and 0.4. M utation brings
innew possibilitiesfor improvementsand ensuresthat
someimportant information isproduced during cross-
over and that reproduction should not belost™. Here,
the mutation rate (the probability that one or more of
theindividud’s genes/characters will be changed) was
fixed as 0.1. The root mean square error (RMSE)
was used asthe error function. The RM SE measures
the performance of the network according to thefol-
lowing equations:
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Figure2: A network conssting of four inputs, onehidden layer with 15 neur onsand one output

1 n

MSE == (v =2’ €
i=1

RMSE = (MSE) /2 )

Also, the coefficient of determination, R?, of the
linear regression line between the predicted values
from the modd and the desired output wasused asa
measure of the predictive ability of the network. Ter-
mination of training was determined by thetest data
Set.

RESULTSAND DISCUSSION

Inthisstudy, the gradient descent backpropagation
agorithmin GA versonwasused totrain wavel et neu-
ra networks. The absol ute top mate selection, inter-
mediate crossover and mutation in afixed generation
process ng environment were used for GA implemen-
tation. Numerousrunswere made with crossover rates
ranging from 0.5 to 0.8, population sizesranging from

RMSE

1 2 3 45 6 7 8 9 101112 13 14 15 16 17 18 19 20

Number of neurons in hidden layer
Figure3: Theperformanceof thenetwork at different hidden neuronsusing WNN-GA
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TABLE 2: Satistical measuresand per formanceof themodd for training, testing, validation and all data

RMSE

R2

Thebest architecture

Training Testing Validation

All Training Testing Validation All

4-15-1 1.8366 0.7915 4.1991

22273  0.9758 0.9976 0.8339 0.9708

R2=0.9708

40 -

Model predicted yield (%, Y)

30 40 50
Actual yield (%, X)

Figure4: Thescatter plot of model predicted yield versus
actual yieldfor all data

20t0 100 and mutation ratesranging from 0.05t0 0.3.
The best resultswere obtained as0.8, 30 and 0.1 for
crossover rate, popul ation sizeand mutation rate, re-
spectively. In order to determinethe optimum number
of neuronsin hidden layer, varioustopol ogieswere ex-
amined, in which the number of neuronswasvaried
from 1 to 20. Decision on the optimum topol ogy was
based on minimum error of testing. Each topology was
repested tentimesto avoid any random correlation due
to therandomiinitialization of theweights??. There-
sultsof thisstudy showed thenetwork cons sted of three

20

layers: input, hidden and output with 15 nodesin hid-
den layer has produced the best performances. The
performance of the network for testing at different hid-
den neuronsisshowninFigure3.

The RMSE and R? between the actual and pre-
dicted valueswere determined as 1.8366 and 0.9758
for training set, 0.7915 and 0.9976 for testing set and
4.1991 and 0.8339for validation set. TheRMSE and
R2for all datasetswerea so calculated as2.2273 and
0.9708, respectively. Theseresultswere summarized
and listed in TABLE 2. The predicted values of the
WNN model using GA are presentedin TABLE 1.

The scatter plotsof WNN-GA predicted yield ver-
susactual yield areshownin Figure4. Accordingtothe
Figure4, the predicted model using wavel et transfer
function and genetica gorithmwasfitted well totheactud
vaues.

AnANN isformed from hundredsof artificia neu-
rons, connected with coefficients (weights). Theweights
aretheadjustable parametersand, in that sense, aneu-
ral network isaparameterized system. Theweighed
sum of theinputs constitutesthe activation of the neu-
ron. Theactivation 9gnd ispassed through transfer func-
tion to produceasingle output of the neuron. During
training, thewe ghtsare optimized until theerror in pre-
dictionsisminimized and the network reachesthe speci-

Molar ratio

Amount of enzyme

Temperature

Time

12

15 18

Importance (%)

21 24 27 30

Figure5: Theimportanceof independent variablesin theconstructed WNN-GA mode
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Figure6: Comparing WNN-GA output and experimental value, effect of time, temper atur e, amount of enzymeand molar ratio

fiedlevel of accuracy. Oncethenetwork istrained and
tested it can begiven new input information to predict
theoutput. Inthisstage, theratio of optimized weights
showstheincorporation percentage of eachinput pa-
rameter infina output that can be computed and pre-
sented asan importance value®!. Therefore, theim-
portance of variableswas al so determined using the
WNN-GA modd inthisstudy. Theresults (Figure5)
showed that the reaction time and amount of enzyme
arethemost important variables.

Theexperimental dataand WNN-GA modeling
prediction werejuxtaposed in Figure 6. According to
the Figure 6, agood agreement between experimental
dataand WNN-GA resultswasindicated. The optimal
conditionswere 24 h, 54 °C, 145 mgand 0.9for time,
temperature, amount of enzymeand molar ratio, re-

Spectively.
CONCLUSIONS

In the present paper, the wavel et neural network
based on genetic d gorithm was studied. A network ar-
chitecture consisting of four input neurons, 15 hidden
neurons and one output neuron wasfound to be suit-

ablefor thisstudy. A good agreement between experi-
mental dataand the predicted WNN-GA resultswas
seeninthiswork. Therefore, it could be concluded that
the WNN-GA mode describedinthiswork isan effi-
cient quantitativetool to predict theenzymaticreaction
between betulinic acid and phthalic anhydride.
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