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ABSTRACT

This paper introduces the current research situation of iterative learning
control agorithms, first gives the traditional iterative learning control
algorithm. We presented the research status of convergence of iterative
learning control algorithms, the iterative learning control of some typical
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INTRODUCTION

Control problems can be dividedinto two kinds,
namely theregul ation and tracking problems. But the
regulation problem can be considered asaspecid case
of thetracking problemis. Then, wediscussed inthe
[0, T] the output tracking problem. If the object model
isknown exactly and reversible, then thereisno doubt
that thiswill become extremely smple. However, after
al, thisisonly atheoreticd situation, issmply not pos-
sibleinreality. Another method iswidely applied and
feasbleisto usetheideaof feedback controller, through
avariety of to achievethedesired output tracking. But
thisregulation a so can achieve asymptotic tracking of
adesired output trajectory. Whether they canfind a
good way, to achieve compl etetracking of the output
trgectory of [0,t] over aperiod of time?

Arimotoetd in1984 formdly put forwarditerative
learning control (ILC) method oftY, thethought to be
perfect, apractica dgorithm, and provestheeffective-
nessof thisagorithm, createsanew research direction.

Iterativelearning control isacontrol technique of

artificid intelligence combined with automatic control,
has astrict mathematical description of the branch of
intelligent control, isaresearch, devel opment and ap-
plication of intelligent control inthefield of oneof the
most important development direction of (23, Itsgodl is
to achievetheperfect tracking over afiniteinterva. Itis
through the control on the system to attempt, modify
the system deviation of output and thedesired continu-
ouscontrol input Sgnd, sothat thetracking performance
of the systemisimproved, whichisseeking to control
systemtoinput, the controlled object trgectoriesinthe
finitetimeinterval [0, T] dongthedesred trgectory to
achievezero error completefollow-up, namely thede-
viation betweenthe actua output and theexpected out-
put of the system is zero, and thewhole process com-
pleted quickly.

Iterativelearning control isthe output of error con-
trol input signal current in the system generated inthe
iterativelearning control, learning rate, producesthe
control input signal next, again acting on the system,
repeatedly, so that the output error between the actual
output and the expected output iszero.
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Theadvantagesof iterativelearning control can be
inavery smpleway and requireslessapriori knowl-
edgeto ded with uncertain dynamic systemwith avery
high degree, parametersof controller need’t identify
system duringoperation, which b ongstothesdf learn-
ing control based on* quality, and iterativelearning
control withmemory function, can quickly adjust the
control signa according to thememory theinformation
inthesystem. Figure 1islterativelearning control sche-
matic diagram.
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Figurel: Iterativelearning control schematic diagram

Thebasic principleof iterativelearning control as
showninFigure2,inpractica application, anew con-
trol variable system the next operation can be calcu-
lated of f-lineat the end of thelast run, canalso becal-
culated onlineinthelast run; anew control variableis
stored in memory, control the amount of brush new;
when acontrol, control the amount of memory required
to obtain from. Asyou can see, theiterative learning
control agorithm can make use of informationthanthe
conventiona feedback control adgorithm, whichincudes
beforethetimeof running dl thetimetheinformation.
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Figure2: Thestructureof iterativelear ning control

Inthetraditiond iterativelearning control research,
adwaysassumethefollowing assumptions.
(1) eachtimethe system running timeinterval isfixed
interva limited,
(2) thedesired trgjectory systemisgiven and known;
(3) repeat theinitia conditions of the system, namely
beforeeach run, theinitia state of the system are

thesame;

(4) thedynamic structure of the system remains con-
stantineachrun;

(5) output system each run can be measured;

(6) and theided output control makesthe system state
and the output is expected to the existence and
uniquenessof the.

However inthepractica gpplication, many dynamic
system does not meet the above conditions, therefore,
sometimeswe haveto reducetherequirementsof pre-
cison tracking, and replaced by amorereasonablere-
guest: find the system input and the system output to
thedesired outpui.

DISCUSSED PROBLEMS

Traditional iterativelearning control

ThePID typeiterativelearning control algorithm
can be described as:

Upa(t) = U )+ Toe (0)+ T fe Ot + o) (@)

Becauseof itsdgorithmissmpleand effective, smdl
amount of cal culation, and only needlittle prior knowl-
edge of systems, has been studied widely and deeply,
isoneof theiterativelearning control algorithmisthe
most mature. Arimoto and its partner contributionsin
thisaspect bigges, they first proposed |earning control
agorithmfor D type¥, type PD and type PID™ itera-
tion, moreimportantly, they introduced norm thismeath-
ematical tool, theanaysishas been to ensurethe con-
vergenceof theiterativelearning dgorithmintermsof.
Thistool hasbecomethe basic meansof learning con-
trol algorithm convergenceof iterations.

Iterativelearning control algorithm for fast con-
vergence

Iterativelearning control, not only to ensurethe con-
vergence of theagorithm, but alsoin theintroduction
of performanceindicators, us ngan optimization method
for design optimizationiterativelearning agorithm, the
algorithm hasfast convergence speed. Asaresult of
their learning step with the deducing processin solving
optimization objectives, but also in optimizing index,
which hasthe best convergence rate, so the optimal
iterativelearning control law inthelearning parameter
selection and convergencerate advantage. For the ac-
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tual controlled object, we can get the precise math-
ematical model. Therefore, the optimization design of
iterativelearning control method isvery popular. Amann
and Owens proposed for learning control algorithm
forl2% optimization iterativelinear discrete system, the
tracking error convergenceof monotonegeometry. The
agorithmismainly throughineachiterative process of
solving an optimization problem, the optima input and
will be obtained onthe object to achieve. Inthe premise
of not affecting the convergence characteristics, |0ok-
ing for asmall amount of computation andiseasy to
implement theagorithm, Owens, FangandH 4t 6 Nen
proposed parameter optima iterativelearning control (67,
Thismethod hasthe advantages of smple structureand
retained the characteristicsof tracking error converges
monotonically, but most of them areonly gpplicableto
linear system. Thisisagreat defect, becausethe dy-
namic systemsin reality are often highly nonlinear.
Hatzikosand Owens proposed amethod based onthe
geneticagorithm (GeneticAlgorithm:GA) learning con-
trol agorithmfor GA-ILC'Z optimizationiteration, and
it has been proved that the method of thelinear time
invariant system with very good control effect. After
that, Hatzikos, Owensand H 4 t 6 Nen is extended
to8219 of thismethod, has obtained the good effect in
nonlinear system control. But in thismethod, not the
codeuseful prior information into thegenetic algorithm,
the search spaceistoo large, coupled with the SGA
search cgpability isnot strong, eventudly ledtotheover-
all dow convergence method.

Application of iterativelear ning control research

Inview of theiterativelearning control algorithmis
superior tomany, iterativelearning control inindustrid
production linemanipulator, NC machinetool s, lin-
ear motor!*?, plastic extrusion machine,*34 semicon-
ductor wafer production process of batch processes,
soaking furnace temperature control, stretch reducing
process of seamless pipewall thickness control, to-
bacco fermentation system control mechanism hasthe
very good application. GU Qun, HAO Xiaohong put
forward adgorithm. When de-icing robot performsthe
de-icingtaskyit must acrossal kindsof obstacles. The
iterative timewarping distancelearning control algo-
rithmisapplied to theicelinerobot manipulator trg ec-
tory tracking control system, in theimplementation of

thetime, every timeto solvethe optimal problemis
solved using EADTW distance, to optimizethetradi-
tiond iterativelearning control algorithm, theicingline
robot manipulator trgjectory tracking, solvethe disad-
vantages of thetraditiona agorithm of real-time. Fi-
nally can beverified by smulation, thismethod can ef-
fectively achievethe completetracking thetragectory
of therobot manipulator icing line, and hasgood con-
vergence™,

CONCLUSIONS

Iterativelearning control for repetitive movements
characteristic of uncertain control system hasgood con-
trol effect, and itshigh accuracy, easy to approach the
desired trgjectory characteristics combined with other
control method makesthe application scope expand-
ing, more and more important in thefield of control
statuswill bemore.
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