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ABSTRACT KEYWORDS
By adopting literature consultation the data from the scores of successive Grey theory;
women’s heptathl on champions during the 23 to 30" Olympic Games, this BP neural network;
paper, based on the scores of the women’ heptathlon champions during Prediction modd;

the 23 to 29" Olympic Games, respectively establishes the Grey Women’ heptathlon.
Forecasting Model and the BP Neural Network Prediction Model, and
predictsthe scores of the women’ heptathlon champion of the 30" Olympic
Games. Meanwhile, this paper a so comparesthe prediction with the actual
value of these two model s of the scores of thewomen” heptathlon champion
of the 30" Olympic Games, and analyzes these two models’ forecast
precision. According to theresult, prediction of the Grey Forecasting M odel
was 6572, anditserror was 5.5%. And prediction of the BP Neural Network
Prediction Model was 6967, and its error was 0.18%. However, on the
whole, the Grey Forecasting Model gives better fitting degreeto data. The
model precision was first grade, and the Grey Model is much fitter to
prediction of scores of the women’ heptathlon champion of the Olympic

Games.

INTRODUCTION

Quantitative prediction to competitive sports per-
formance is very practical to research on athletics,
policy-making, and arrangement of sportsmen, etc. With
thedevel opment of sport culture, anincreasing number
of systemati ¢ sciences have been appliedto prediction
of athletic contest achievementsand study of decision-
meaking of athletic problems. Traditiond predictionmeth-
odsmainly includemathematica and statistical meth-
ods, which are based on alarge number of dataand
requirethat problemsto be dealt with must be static
problems. Prediction problems of competitive sports
performance usudly aresmall sampleproblems, soitis
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hard for traditiona methodsto get comparatively pre-
ciseresults, especiadly withindividua caseprediction
that traditiond methods have nothing to do. Grey math-
ematicsand mathematica neurd network areemerging
systemati c science methodsin last decades, and they
have been widely used in thefieldsof pattern recogni-
tion and dataexcavation. Thetwo methods’ features
makethem own unique advantagesin dealingwith pre-
diction problems of competitive sports. Their applica
tionincompetitive sports problemsisvery important to
the devel opment of sportsscience.

Aiming at grey prediction model and neural net-
work prediction mode” applicationin prediction prob-
lems of competitive sportsperformance, alot of schol-
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arsat home and abroad have proceed systematic re-
search onthem. Among theresearches, SongAilingand
others(2012) established predictionmodel of Chinese
athleteLiuJing by using artificia neurd network func-
tion mapping method, based on MATLAB simulation
platform. And they guided athletes’ scientifictrainon
the basisof thismodd. Sun Qun (2011) collected sta-
tisticsand studied Liu Xiang 110 hurdles performance.
Andinview of thefeaturesof those statistics, they put
forward aking of performance prediction model based
on fuzzy-neura network, and thenthey got relatively
precise prediction results?. Sun Qiang (2012) estab-
lished gray equip-dimensiond model GM (1.1) of best
400m performance of 20" to 29" Olympic Games, and
predicted the best 400m performance of 30" Olympic
Games. They provided principle evidence of theestab-
lishment of our country’s400m sport training plan. Wang
Dao lin, Fan Xin sheng (2005) counted and studied
China’samount of gold medalsof 23th to 28" Olympic
Games, and they set grey prediction model onthebasis
of the datafeatures. In the sametime, they used Grey
Corrdaiontoandyzetheinfluenceof eventsonamount
of gold medals. Liu Jiajin and othersadded up number
of papersthat applied grey mathematicsmodd to study
competitive sports based on GNKI, and they deeply
andyzed grey mathematicsmodd” appli cation prospect
on competitive sports.

Thispaper collects stati stics scores of thewomen’
heptathlon champion of the 23 to 30" Olympic Games,
and respectively establishesgrey prediction modd GM
(1.2) and BP neural network prediction model based
on those statistics. After comparing prediction results
of two models, the paper studiesthe two prediction

models’ application in the performance prediction of
competitivesports.

ANALYSISOFTHE SCORESOFTHE
WOMEN’HEPTATHLON CHAMPION OF
THE23RDTO 30TH OLYMPIC GAMES

A modeling method hasitsown advantagesaswell
hasitslimitations. To comparative study the effect of
grey prediction model GM (1.1) and BP neural net-
work dealing with performance prediction of competi-
tive sports, this paper uses literature consultation,
counted scores of thewomen” heptathl on champion of
the 23" to 30" Olympic Games, and respectively es-
tablishesgrey prediction modd GM (1.1) and BP neu-
ral network prediction modedl based onthescores. The
satisticsdataarein TABLE 1.

It isnecessary to usedifferent methodsto establish
model sof different time seriesof variation tendency to
achieve content prediction effect. one of theexamples
isthat after adopting accumulationto the grey predic-
tionmodel GM (1.1) of thegrey model, the new time
series gets strong index law, and so we can get rela-
tively more preciseresultsin thegrey prediction model
of thetime serieswhich has grown into aserieswith
non-monotone swing devel opment.

FromFigure 1, wecanfind that thechange of scores
of thewomen” heptathl on champion of the 23“to 30"
Olympic Gamesisin the swinging tendency. Onthe
whole, itsvariation rangeis between 6390 and 7291.
Among them, thescore of thewomen” heptathlon cham-
pion of the 23 Olympic Gamesisthelowest, 6390.
And the score of thewomen’ heptathlon champion of

TABLE 1: Scoresof thewomen’ heptathlon champion of the 23" to 30" Olympic Games

Olympic Games 23 24 25" 26" 27" 28" 29" 30"

Score 6390 7291 7044 6780 6584 6952 6733 6955
the 24" Olympic Gamesishighest, 7291. Among 24" ~
to 27" Olympic Games, the scores of the women’ 70—
heptathl on champion kept descending, but scores of // \‘\\ //’\ 2
the women’ heptathlon champion of the 27" to 30" 7 - =
Olympic Gameswerein theswinging tendency. Tradi- )
tiona timeseriesforecasting methods, like probabilistic

method and so on, need alarge number of data, and
the change of datamust have someregul ation. Wecan
seefrom Figure 1 that thedataof scoresof thewomen’

BioTechnology o

Figure 1: The change of scores of thewomen’ heptathlon
champion of the 23'¢to 30" Olympic Games
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heptathlon champion of the 23 to 30" Olympic Games
arelessand have no clear regulations. Thus, itishard
to usetraditional methodsto do functionfitting. Inthat,
thesetextsadopt grey prediction model and BP neura
network prediction mode to anayze prediction prob-
lemsof scoresof thewomen’ heptathl on champion of
the Olympic Games. At thesametime, according tothe
features of datachanging, the grey prediction model
thispaper adoptingisgrey predictionmodel GM (1.1).

Based on the scores of the women’ heptathlon
champion of the 23th to 29" Olympic Games, referring
to scoresof thewomen’s heptathlon champion of the
30" Olympic Games, this paper usesthe grey predic-
tion model GM (1.1) and BP neura network predic-
tion model respectively to forecast the scores of the
women’ heptathlon champion of the 30" Olympic
Games. And thistext compared the prediction results
with thescoresof thewomen” heptathlon champion of
the 30" Olympic Games so that we can analyze the
application of individua cases prediction problems of
grey prediction model GM (1.1) and BP neural net-
work prediction modd.

THEESTABLISHMENT OF THE GREY
PREDICTION MODEL GM (1.1)

Grey System Theory has formed the theoretical
system that bases on Grey relational space and takes
grey prediction moddl GM (1.1) asitsmain body since
it was established by Professor Deng Julongin 1982.
It hasbeenwidely usedinthefidldsof system andysis,
modeling, controlling, decision-making etc. Grey pre-
dictionmodd GM (1.1), by proceeding differentia func-
tionfitting with generation of spatid seriesof timese-
ries, ensuresthe developmenta quotient and coopera
tionindex, and then, by whiteningthegrey differentia
equation, confirmstheresponsetypewinterization equa
tion at last. By that responsetype winterization equa-
tion, we can get prediction datathat weneed, and check
itsdegree of accuracy. Thistext isbased on scores of
thewomen’ heptathl on champion of the 23 to 30th
Olympic Gamesand establishesgrey prediction model
GM (1.1).

Test of data series
Grey predictionmodd GM (1.1) haslimitationsthat

itsapplication to establish model must be appliedin
some condition. Whether aset of timeseriesdatacan
establish predictionmodd by grey prediction mode GM
(1, 1) can be confirmed by comparingitsgraderatio.

After collecting statistics, wecan do seriesgenera
tion to scores of thewomen’ heptathlon champion of
the 23th to 30th Olympic Games, and the series gen-
eraionisasfollowing:

X0 =(x°@,x7(2), () (7)

To ensure whether prediction problems of scores
of thewomen’ heptathlon champion of the Olympic
Games can apply thegrey prediction model or not, we
need to cal culate and check the classradio seriesof the
time seriesthat we need to establish. When the class

reclioseriesvalues A (k) al stinblock (g i, gni2),

we can use grey prediction model toforecast. Inthis
paper, the question of prediction about the scores of
the Women’s Heptathl on champion of the Olympics,
n = 7, wecanknow that itsmagnituderatio belongsto
theinterva (0.7788, 1.2488). And itsmagnituderatio
formulaof timeseriesis
X (k—-1)

A(K) _W,k_ 23,7

Fromtheformulaabove, theratioisasTABLE 2:

From TABLE 2, al themagnituderatiosbeongto
theinterval (0.7788, 1.2488). Therefore, onthebasis
of it, we can build up the grey prediction model of the
dataforecast.

GM (1, 1) the establishment of the grey predic-
tion mode

(1) Theaccumulationand mean method of timeseries
After theA GO accumulation and weakening the

randomness of x(© , we can get anew series:

x® = (6390,13681,20725,27505,34089,41041,47774)
Meanwhile, we apply mean method to x© , and

theformulais:

29 (k) = 0.5x? (k) + 0.5x@ (k)
Andthetimeseriescomefromthemeansisasfol-

lowing:

z® = (10035,17203,24115,30797,37565,44408)

(2) Theequdization of development quotient a and co-
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operationindex p
From the mean time seriesabove, we can get data
matrix B and datavector Y of thegrey modd:

292 1 x©(2)
_|- 13 1 ve x©(3)
- z(i) 7 l x(o"(7)

With thematrix equationy = By, wecan get the
development quotient a and the cooperationindex p in
the GM (1, 1) grey prediction mode. With the matrix
equation and least square method, we can know:
U=(4b)=(B"B)*B"Y

From the equation above, we can know that the
development quotient a 1s0.0137 and the cooperation
index p is7272.4.

(3) Theestablishment of thegrey model

From the devel opment quotient and the coopera-
tion index above, we can develop agrey differentia
equation of themodd:

x@ (k) +0.01372% (k) = 7272.4
And from this equation, we can devel op another

adbinismdifferentid equation andfinaly wecandeveop
thefollowing equation:

x® (k +1) =530361-523971* @ 00137k

(4) Thecdculation of thepredicted value

We can know the predicted value of the accumu-
lated valuex® (g) from thefunctionsand apply inverse
accumulated generating operation to the predicted
value. After these, we can know the that the score of
theWomen’s Heptathl on champion of the 30" Olym-
picsis6572, and the predicted values of the scores of
theWomen’s Heptathl on champions of the 24—29"
Olympicsareshowedin TABLE 3:

GM (1, 1) the inspection of the grey prediction
model
All thestandards of inspection are showed below:
Now we can know that themax of therelativeer-
ror is4.01% and the minimum of theclassratio devia-
tionis0.1355.
(1) Residua quaifiedmodel
Theseriesof relaiveerroris.
A =(A1,A1,-~-,A1]
Andtheaveragerdativeerroris:

A =%ZAK =0.0178

(2) Corrdationqualified mode
Absolute correlation degree g isthe absolute correla-

tion degree between raw series x© and the corre-

TABLE 2: Themagnituder atiosof the scor esin the Women’sHeptathlon championsin the 24"—29t" Olympics

Olympics 24" 25" 26" 27" 28" 29"
ratio 0.8764 1.0351 1.0389 1.0298 0.9478 1.0325
. . . (0) the precision of the GM (1, 1) grey model we have
sponding grey predicted sexi e built upisA-level,

(3) mean varianceratio quaified model
S’ and S? are the variances of raw seriesx©® and

residud seriese (k) . Andwecan get themean variance
ratio below.
C=5S,/5=03218

From al theinspection data, we can concludethat
TABLE 3: Thepredicted valuesof the scoresof theWomen’s

Heptathlon championsof the 24" —29" Olympicsbased on
thegrey modd

Olympics 24 o5 pgh p7h pgh ogin

Predicted value

BioTechnology — o

7136 7039 6943 6848 6755 6663

THE ESTABLISHMENT OF THE BPNEURAL
NETWORK PREDICTION MODEL

Artificd neurd network isbuilt upwiththeresearch
and analysisof the structure and function of biologic
neura network, which canmaketheartificid inteligence
peopleneed aredity. Since 1980s, artificial neura net-
work has devel oped rapidly and been widely applied
intheareaof pattern recognition, signal processing,
decisionsrecognizing, and real-timeoptimal control.
With the advantages of easy operation, reliable and
stable system, and convenient data save, weight cor-
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TABLE 4:GM (1, 1) inspection tableof themodel

Y ear Raw Value Model Value Residual Relative Error Class Ratio Deviation
23" 6390 6390.0 0 0

24" 7291 7135.8 155.2 0.0213 0.1355

25" 7044 7038.6 5.4 0.0008 -0.0210

26" 6780 6942.7 -162.7 0.0240 -0.0248

27" 6584 6848.2 -264.2 0.0401 -0.0157

28" 6952 6754.9 197.1 0.0284 0.0658

29" 6733 6662.9 70.1 0.0104 -0.0185

recting agorithm of the BP neural network prediction The established output ma-

model isakind of back propagation algorithm. And
modelscoming fromit can approximateafunctionin
any precision. Onthebas sof the scoresof theWomen’s
Heptathlon champions of the 23 —30" Olympics, we
build up aBP neural network prediction model

Theconfirmation of thetraining sampleof theBP
neural network prediction model

In this paper, the predication model of BP neural
network forecasts The Olympic Games women’s
heptathl on champion scorestill inaccordancewithtime
series. Themoded of BP neura network isbuilt up by
taking the scores of the first three Olympic Games
women’s heptathlon champion asan input and taking
thefourth Olympic Gameswomen’s heptathl on cham-
pion scores as an output to build up the predication
model of neural network aswell, whichmeanswetake
the 234 ~25M" Olympic Games women’s heptathlon
champion scores as an input and the 26" Olympic
Gameswomen’s heptathlon champion scores as out-
put. At the meanwhile, wetake the 24" ~26™ Olympic
Gameswomen’sheptathlon champion scoresasanin-
put and take the 27" Olympic Games women’s
heptathlon champion scores as output and so on. We
atogether establish 4 kinds of mapping relationsto be
thetraining samples of the predication model of neura
network. At thesametime, wetakethe 27"~29" Olym-
pic Games scores asan input to forecast the 30" Olym-
pic Games scores so that we can build up the samples
of input matrix P

6390 7291 7044 6780
7291 7044 6780 6584
7044 6780 6584 6952

P=

trixT =[6780 6584 6952 6733).

Because of themodd of BPneura network’sown
characteristics, we need to deal with thedatato some
degreeand makeevery figureininput matrix and out-
put matrix all locates between (0, 1), sothat the predi-
cation model will have abetter convergenceeffectin
thetraining. The paper normaizesthestatistical data,
which meansthe established input matrix Pand thees-
tablished output matrix T can becomethe matrix P1:

0.8764 1.0000 0.9661 0.9299
P1=|1.0000 0.9661 0.9299 0.9030
0.9661 0.9299 0.9030 0.9535

output MatriX T1=[0.9299 0.9030 0.9535 0.9235]

Theinstallation of themodd of BP neural network
parameter

Theartificid model of BP neural network consists
of output layer, input layer and hidden layer aswell,
among whichthenumbersof nervecedlsof output layer
andinput layer are decided by thetraining sample. The
output layer of the established predi cation modd of BP
neura network inthispassage hasthreenervecelsand
theinput layer hasanervecell accordingtotheingtala-
tiontraining sample. Supposing that thehidden layer of
the established predication modd of BPneura network
is1, thenumbersof thenerve cellsof thehidden layer
can be calculated by the empirical formula

i =+/Nn+m+ a,amongwhichnisthenumbersof nerve

cellsof theinput layer, misthe numbersof nervecells
the output layer, aisbetween 0 and 1. Weknow from
the passagethat n=3, m=1, themodel 3=2. So
that we can calculatethe hidden layer has4 nervecells
by theempiricd formula. Meanwhile, themode chooses
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Stangent function, transfer function, linear function, gra-
dient descent with momentum BPwel| function, gradi-
ent descent with momentum weight learning function
and mean square error of standardized performance
function asthe study function of model weights. The
maximum number of training timesof BP neural net-
work is5000. Thetraining accuracy is0.005, thedis-
play of interva trainingis500times.

Thesolution of themodel of BP neural network
Asfor thefirst p raining mode, supposing that the
sum of theinputsof the neural network unit jisa, ,

outputsido,, , then:

Amongthis, a ismomentum factor, and thevalue
inthispassageis0.5. Wecontinuoudy amend theweight
va ueof the established neura network modd withthe
formulatill it meetstherequirements.

Accordingtothedegreeof smulaionof MATLAB,
weget the solution of the prediction modd. Figure2is
theerror analysisof curveof thepredication model of
BP neural network according to the MATLAB soft-
ware. After nearly 1000 timesof the network may meet
therequirementsof error. Among whichtheY-axisis
error accuracy and x-coordinate representsthelearn-

ingcycle.
Thesolution of themodel of BP neur al network
According to the above established model of BP

N
a, = ZV\/HOpi neura network, weforecast the 30" Olympic Games
=1 women’s heptathlon champion scores. itsinput vector
1 15(0.9030, 0.9535, 0.9235), and the output is 0.9556.
o, = f(a,)= Tie™ Restoring the output, we can calculate that the 30"

Meanwhile, if we set arbitrary numbersabout the
different layersneurd net of thelink weight, thento any
training mode, when the deviations of the correspond-
ing output o,; of theinput and the expecting output can

not meet the qualification accuracy, we need to cal cu-
latethe network error:

E=>E,
p

1
E, ZEZ(dpi —0y)

We carry out theweight training to the established
model of BP neural network by usingthesetting train-
ing function. Whenthewei ghted va ue of themodecan
not meet the qudification accuracy, itsweighted value
beginsmodifyingasfollow.

Vvij (t+1) :Vvij (t)+ 77Ep0pj + a[vvij (t) _Vvij (t-1)]

Olympic Gameswomen’s heptathl on champion scores
is6967. At thesametime, emulating the 26~29" Olym-
pic Gameswomen’s heptathlon champion scores ac-
cording to the established modd of BP neura network,
their scoresare 6063, 7152, 7351 and 6474. There-

10 F

= Train

“=r==- Besgt b

Maan Squared Ermor (meg)

ol 1
] 100

400 500 800  FOO 800 900
484 Epochs

Figure2: Thenetwork trainingerror curve

200 300

TABLE5: Thecomparison between the prediction resultsof grey model and BPneur al networ k model

the Olympic Games 26" 27" 28" 29" 30"
Actual result 6780 6584 6952 6733 6955
Predicted value 6942.7 6848.2 6754.9 6662.9 6572
Gray model )
Fractiona-1 error 0.0240 0.0401 0.0284 0.0104 0.0550
Predicted value 6063 7152 7351 6474 6967
Neural net )
Fractiona-| error 0.1058 0.0863 0.0574 0.0385 0.0018
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Gradient = 0.02395%4, at epoch 984
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Figure3: Theresultsof themodel of BP neural network

sultsof themode of BP neural network areasfollow-
ing

CONCLUSION

According to the cal cul ations above, we can get
the simulation error of the 26~30" Olympic Games
women’s heptathlon champion scoresbetweenthe GM
(1, 1) gray prediction mode and the predication model
of BPneurd network:

From the above, we can know that GM (1, 1) the
gray predicted model and the predication model of BP
neural network forecast the 30" Olympic Games
women’s heptathlon champion scores are 6572 and
6967 respectively. Their deviation are’5.5% and 0.18%,
which meansthe predication model of BP neural net-
work hasthehigher accuracy to forecast the 30" Olym-
pic Gameswomen’s heptathl on champion scores. But
comparingwiththefractiond error of fitted vaueof the
two modd of the 26" ~30" Olympic Gameswomen’s

heptathlon champion scores, gray model can accurate
the approximation of time serieswhich ismade up of
the scoreseffectively, which meansinthematter of fore-
casting the Olympic Gameswomen’s heptathlon cham-
pion scores, GM (1, 1) gray predicted model has bet-
ter effect of prediction comparing with themodel of BP
neural network.
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