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ABSTRACT

This paper describes the hybrid nature of a DCE’s communications and
processing environment, including a discussion of the system security
architecture that is present on each DCE member’s node. This section
illustratesthe position of the TM S asa decision-making layer that supports
the key management system (KM S) with assessments of trustworthiness.
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INTRODUCTION

Each member node contributed to the system se-
curity architecture, asshownin Figure 1. Each node
executed athree-layered security agent that implemented
thissecurity congtruct. Somelayers, likethe KM Slayer,
contributed tothe DCE at large, whileothers, likethe
Intrusion Detection System (IDS) layer, werefocused
more on theindividual node. These agents were au-
tonomous, in that the parameterswere set by the oper-
ating node and not by network-wide security policies.

An agent-based approach was sel ected because
of its suitability to a mobile collaborative
environment!. Each node possessed acompl ete secu-
rity system and could operate independently based on
peer nodesthat wereknownto it or observationsmade
first hand. A node could d sojoinacoalition or collabo-
rative group and take advantage of the group’sinfor-
metion. Thenoderetained thisinformationwhenit chose
toleavethe codition or thegroup’s network area.

The KM S managed user identity certificatesand
established therulesfor issuing, reissuing, and revoking
certificates?. Inacentralized network, thisKMSre-
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lied on directory replication and certificate revocation
lists(CRLS.) Inadecentraized environment, the goal
wasto provide the KM Swith access control decisions
based on the trustworthiness of the perspective peer
node.
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Figurel: System security architecture

The TM Swasimplemented asacentral data-pro-
cessing layer of the overall system security architec-
ture. The TM Sprovided the KM Swith alayer of ab-
straction of theoveral trustworthiness of nodes, based
ontheactivity of thenodesin the network. Asthecen-
tra layer, the TM Sdetermined whether totrust or dis-
trust itspeersbased onitsindividual trust thresholds.
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Thetrust management system then reported itstrust
decisionsto theKM Sfor itscons deration.

At thelowest layer, an IDS or network monitoring
schemée® provided periodic performance observations
to the network. These observationswere distributed
throughout the system in amodified epidemic routing
agorithm, amilar tothe selective dissemination scheme
proposed by Datta?. Thearchitecture’slowest level
wassmulated, asitsspecification and constructionwas
beyond the scope of this paper.

Thefollowing sectionsdevel op therequirementsfor
the trust management layer and detail the theoretical
mode underpinningitscongtruction. First, weexamine
therequirementsfor building and using reputationsina
virtual society or collaborativegroup. Thenthe TMS
inputsand outputs areidentified beforetheinterna pro-
cessesof the TMSaredetailed.

IDENTIFYING TRUST MANAGEMENT
SYSTEM REQUIREMENTS

Having established thelocation and general func-
tion of the TM Sin the system security architecture, we
looked at theinputsand outputsthe TM Swill require.
In particular, we needed to i dentify theinformation nec-
essary to collect, construct, and utilize reputations of
peerswithinavirtua society. TheeBay Feedback Sys-
tem (EFS) was examined as an example of awidely
used reputation system to determine suitable system
requirements®. The EFSwas chosen because it en-
abled abehavior grading systeminalarge, well-docu-
mented environment. Through the eBay website, the
EFS (eBay’s Feedback System) aggregated positive
and negative comments made by buyersand sellersto
provide customerswith some senseof therdiability or
trustworthiness of aperson they are considering doing
busnesswith.

The EFSintroduced threefesturesthat were appli-
cableto reputation management in generd: positiveand
negetive feedback, reputation aging, and identity. Inthe
EFS, buyersand sdllersleft positive or negative feed-
back on each other’s performance after conducting a
transaction. Positive commentshad the sameweight as
negative comments, meaning that acompliment had the
same effect on areputation asacomplaint. A similar
Situation existed in acollaborative environment when
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two nodes participated in afile sharing or information
exchange. Peers submitted positive feedback when a
transaction was completed inlinewith their expecta-
tions. Transactionsthat wereincomplete or unsatisfac-
tory (e.g., thefile was not as advertised, the service
wastoo slow) resulted in the submission of negative
feedback. The presence of both positiveand negéative
feedback was deemed necessary for acompl ete repu-
tation management system.

The useof feedback raised therequirement for the
EFS’ssecond feature. Thisfeaturewastheneedto age
or fadefeedback to prevent reputation gaming. Aging
feedback diminished theimpact older behavior feed-
back items (FIs) had on thereputation calculation. If
thesystem did not agefeedback, acomment madeyears
ago had the sameweight asacomment made onacur-
rent transaction. A maliciousindividual could take ad-
vantage of thisweaknessto build up ahigh reputation
over timeand then default or cheat without incurring
much damageto hisreputation. Aging Flsmadethis
sort of attack more difficult because auser’s perfor-
mance had to be constantly maintained to sustain his
positivereputation.

Thethird requirement observed in the EFS was
identity. IntheeBay system, amember’sreputation rat-
ing reflected the number of other distinct membersthat
have |eft feedback. Because the source of the FI was
recorded, the EFS discarded duplicate items, hinder-
ing the opportunity for asingle nodeto haveunduein-
fluence over another node’s reputation. For example,
evenif Aliceleft four positive (or four negative) com-
mentson four distinct transactions, only one positive
(or negative) item was added to Bob’s reputation be-
causedl four piecesof input camefromthesamebuyer.
The EFS used | ogin-password combinationstoidentify
theuser submitting feedback but other distributed sys-
tems used a PK|I-based KM S to provide each mem-
ber with apersistent i dentityf®l.

In additionto the requirements derived from the
EFS, adecentrdized environment posed additiond cha-
lengesfor reputation management. Member nodeswere
not restricted to asingle location or access point to
obtain network services. Nodes could enter or leave
network coverage and continueto operatein peer-to-
peer mode. This characteristic was called nomadic
membership.
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When anode decided to establish an association
with anew peer, there needed to be a procedure for
each side of the transaction to establish the partner’s
identity and gain preliminary trust information without
relying on acentral authority or directory. Thisproce-
durewassimilar totheway individuasintroducethem-
selvesin socia situations. Some systems” performed
introductions by passing areputation valueor used a
voting mechanism to extend trust to new associates.
Thenode soliciting theintroduction could not deter-
mine how or why the prospective associate had estab-
lished aparticular trustworthinessbecause of their lack
of evidenceto support thereported trust level . We con-
cluded, therefore, that anindependent determination of
trust required anode to examine evidence of the pro-
Spectiveassociate’s behavior.

A moreeffectiveintroduction processincluded a
mechanism for thetwo prospective associatesto share
observed behavior history in such away that they could
derivethereputation of their prospective partner by
having the proof to substantiatethe given value. In our
target environment, anode polled the Del egated Cer-
tificateAuthorities(DCAS) andits Trusted Peers(TPs)
for the new associate’sidentity certificateand behavior
history. Asaresult, an effective reputation management
system had to keep a certain number of its behavior
observations so that it could provide non-reputable
evidenceto other nodes.

The preceding anaysisexamined both centralized
systems(e.g., the EFS) and decentralized environments
to collect requirementsfor atrust-based system. The
following sectionswill discussthe sourcesfor identities
and behavior evidence, asthey areexternal tothe TMS
layer. Internal mechanisms, such asreputation agingand
theintroduction process, will follow aspart of thedis-
cussononthe TMSdesign.

ELEMENTSFROM THEKEY MANAGE-
MENT SYSTEM

In awell-connected and hierarchically organized
DCE, the KMS had the ability to provide a control
plane of authentication services. Thisability was con-
strained by connectivity, lack of anaming policy, and
the Dynamic Coalition Problem (DCP). Because of
these constraints, there could be no expectationthat all

DCE membershad verifiableidentities, sincenot all
memberswould bewilling to surrender their autonomy
tothe DCE.

In many ways authentication presented the same
requirementsasauthorization and wasvulnerableto the
previously mentioned constraints. Authentication re-
quired cryptographically verifiablecredentia sbut the
possession of identity credentid sdid not equateto veri-
fiable permissions. Theresult wasthat the KM Swas
relied uponto handleidentity credentia sbut that these
credentid sassumed lessimportanceinaDCE thanina
more controlled and organized environment.

TheKMS, likethe other layers of the system secu-
rity architecture, resided on each node. Within each
node, the KM S declared the node’s identity to peers
and established secureinformation exchangeswith as-
sociatesinthe DCE. These associateswere TPsand
provided referralsto each other. Between associ ates,
theKMSlayer publicized the establishment and disso-
lution of associationsto specially designated nodes
cdled DCAs.

Within the security architecture, the KM S asked
the TM Sfor trust assessments on specific users. The
KMS provided theidentity of aprospective associate
and received a Go/No-Go assessment of that user’s
trustworthinessin return. These assessmentsallowed
the KM Sto accept or decline offersto associate with
other users.

I dentity imprinting

The concept of imprinting an identity on anetwork
peer was borrowed from theworld of biological sci-
ences. Theimprinting processrequired anodeto de-
clareitsidentity upon entering the network. Thisiden-
tity could have come from any one of three sources.
Firgt, thenode’s parent organi zation could haveissued
identity credentials beforethe nodejoined the DCE.
Second, the node could have applied to another DCE
member to issue credentialssigned by alocal DCA.
Third, thenode could haveissueditsown credential.

Becausethe KM Sacceptsthedifficulty inverifying
identity credentid's, anode’s decl ared identity wasonly
used asanindex for behavior grades. A user might cre-
ateany number of aliasesbut thesewereadl linkedin
someway to their declared identity. Theuser wasdis-
couraged from creating aiases by thereputation-scal -
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Reports

TheKM Srecorded i nstanti ationsand dissolutions
of trust within the system. Because of our target
environment’suse of |PSec to secure communications,
theseextensionsof trust wereimplemented as security
associ ations between peer nodes. Nodes notified the
KMS of theassociation’sstatus. TheKM Sthen shared
thisinformation throughout the network. Thenotifica-
tion messageswere cdled reportsto differentiatethem
from observationsgathered from other nodesand were
treated astrusted, globa, information.

The KM Simplemented two types of reports: reg-
istrationsand complaints. Registrationsand complaints
were specially formatted messagesthat anode sent to
notify the KM S of the establishment or dissol ution of
trus.

- 1 P

Alice Bob
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£, = A's public key
I, = DCA's public key
Figure?2: Registering a security association

Theregidration message, illustratedin Figure 2, was
specialy formatted and signed by each nodeto pro-
vide non-repudiation. Themessage specified theiden-
tity of thenodesin the associ ation and the signature of
the node submitting the registration. Upon receipt, the
DCA assigned the event message aseria number and
broadcast two establishment messagesto the network.
Theestablishment messagenatified everyoneinthenet-
work of the new association.

Whilethe DCE was making its notification, both
associates updated their list of TPswith each other’s
identification and began collecting behavior information
on their new associate. Oncethetransaction wascom-
pleted, both sidesreported the dissol ution of the asso-
ciationtotheKMS. Thedissolution message, illustrated
inFigure 3, included an indication of each party’ssatis-
factionwith their partner’sbehavior during thetransac-
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tion. Thismessagetype wastreated asasigned event
by the KM Sfor the purposes of auditing. Likethereg-
istration message, the di ssol ution message was broad-
cast to the network.

I
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perception of the
transaction result :
+1 if satisfied;

Figure 3: Dissolution process

ELEMENTSFROM THE INTRUSION
DETECTIONSYSTEM

ThelDSor network monitor provided periodic per-
formance observations on peersin the network. The
TMSinformed thelDS of what to observe by provid-
inglistsof peer identitiesand contexts. Observations, it
should benoted, wererecords of anindividual node’s
expectations. Because observationsstemmed from per-
ceptions, they are not completely trusted but are used
to confirm or augment reportsreceived fromthe KMS.

The observations compared anode’s expectations
against the observed performance of its neighbors.
Observationswere made on trusted peersaswell as
on neighboring nodesthat werewithin“ligening range”
but were not necessarily directly trusted. Nodes ob-
served performancein areas such asresource sharing
or file access and periodically generated positive or
negative observations. A nodereceived a““‘good” ob-
servation by doingwhat wasasked of it. If Aliceasked
Bobfor afileor to print an email and Bob agreed, Alice
gavehimapositive behavior observationthat sheshared
with her other trusted peers. If Bob refused, she gave
him anegative observation, regardless of thereason he
had for refusing. If Bob did not answer her request,
Alice could assumethat he had moved out of range or
was ad eep, withhol ding any observation. Thiswasac-
ceptable becausethe TM Swas an autonomous but not
intelligent or rationdizing decis on making system.

Theobservationscontained theidentifiersof the ob-
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server and the observed, an observation, and the
observer’ssignature, asshownin Figure4. Theseob-
servationswere proliferated through the network ina
modified epidemic routing a gorithm, smilar tothese-
lective dissemination scheme proposed by, to spread
information between trusted peersrather than flooding
the network with observations.

* Broadcast to all TPs
and neighbors
« Contains:
— Msg Type
— Observer ID
— Observed ID

[1]
[2]

— Observation:

= 1 if satishied;

v =1 if diszatisfied
— Observer Sig

Dave

Figure4: Composition of abehavior observation
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