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ABSTRACT

Hepatitis virus identification plays a key rolein clinical diagnosisand is
one of the difficulties and hot research fields for the researchers related.
The paper takes hepatitis B virusfor example and presents anew model for
hepatitis virus identification based on BP neural network and ant colony
algorithm. First, the flow chart of hepatitisvirusidentification is designed
based on the hepatitis virus image processing; Second, aiming at the
shortages of the existing BP neural network algorithm of data-mining for
hepatitis virusidentification, ant colony and BP neural network algorithm
are integrated and some improvements are advanced to speed up the
convergence and simplify the structure and to improve identification
accuracy of theoriginal BPmodel. Finally, the model isrealized by the data
fromthree hospital sto carry out comprehensive hepatitisvirusidentification
and the experimental resultsindicatethat the model hasfavorable hepatitis
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virus identification results.

INTRODUCTION

Thelifecycleof virusisbelieved to begin when
virusinfectsthe host cell membraneviaitsenvelope
proteins. The process of the attachment and the fol -
lowingthefusionof avird envelopeand cell membrane
isthought to bevery important for itssuccessfully in-
fecting host cells. Receptors on host cell membrane
havethecharactersof specificity, high affinity, limited
binding sites. Identification of the cellular macromol -
eculesresponsiblefor virusinfectionisuseful to under-
stand itslifecyceand pathogenes's, to take measure of
prevention and therapy of virusdisease”.
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Hepatitisvirus (HV) infectionisamajor world-
wide public health problem. Despite considerable ad-
vancesin the understanding of natural history of HV
disease, the process of its replication and antigenic
structure, most of theearly stepsintheviruslifecycle
remain unclear for lack of aninvitroinfection system.
HV attaching to permissive cells, fusing and penetrat-
ing through cell membranes and releasing subsequent
genomearelargely amystery. Current knowledge on
theearly stepsof HV infection showsthat HV binding
to the pecid reptors on human hepatocyte membrane
viapreS1 domain of largesurface protein (LHV's) and
thenfusing with cell membranetrigger thevira infec-
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tion. Thusthespecia recptorshindingtoHV isthought
to beapotential target for the development of novel
antivirals. Though many cellular moleculeshave been
identified as putativereceptorsfor HV attachment,
the cellular protein has not been found yet. Soidenti-
fying hepatitisvirus successfully and effectively has
become ahot spot research field for the researchers
related?.

LITERATURE REVIEW

Currently, technologiesfor HV identificationa home
and abroad include the following major methods. (1)
Aerobic plate count (APC) isamethod to detect the
totad number of virusgenerdly used at homeand abroad,
whichistodilutethefoodto be detected into 2-3kinds
of gppropriatedilutionunder serileconditions, culture
the same for 48 hoursin the incubator of 36 °c, and
carry out the counting of colony count artificially after
taking out. Themethod isaccuratein counting, smple
inoperating, easy inmagtering, thuswiddy usadtill now.
However, the method needs|ong detection time, high
detection cost, and high detection environment require-
ment; (2) ATPluminousdetectionisto determinewhether
thereismicrobid infectioninthe samplefood and the
quantity of HV through the detection of the content of
ATPsubstancesin samplecontainer. Themethodisesasy
and convenient in operating, but the detection results
may have certain errors sometimes asit isunableto
directly detect thefood; (3) HV identification based on
atificid intelligencetechnology ismainly theclassifier
technol ogy based on feature recognition. Themethod
has such advantages as high automatic degree, less
manud intervention, highrecognition precision, and etc.
But different identification methods may have certain
technica defects, for example, neural network iseasy
tofal intoloca optimizationinthecaseof specificcom-
putation, thusleading to slow rate of convergenceand
long computing time*2,

The paper improve BP neural network with inte-
gration of ant colony agorithm to overcomethe ques-
tion of dow convergence speed of BP neural network
and presents someimprovementsof genetic agorithm.
In so doing anew agorithm for HV identificationis
advanced and try to speed up algorithm convergence
and amplify algorithm structure.
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FLOW CHART DESIGN

Flow chart of HV identification flow designedin
thepaper isasshowninfigure 1, thestepsof which are:
(1) Callection of imageinformation; (2) impuritiespro-
ngonimages, i.e.imagespreprocessing ; (3) adopt-
Ing image segmentati on techniqueto separateimages
and extract thetargetsto berecognized; whatisusedin
the systemiswatershed a gorithm; (4) making use of
feature extraction techniqueto carry out feature extrac-
tion and optimization selection on featurevectors, thus
feature vectors can be transferred to classifier to be
recognized. Based on the self-learning and easy red -
ization of programming of BP neurd network, thisthe-
sisadoptsBP neurd network classfier. Thedesigned
thestructureof water HV identification seefigure 1.

HV Image Sampling

z

HV Image Preprocessing

¥

HV Image Segmentation

y

Characteristic Parameters Extracfing

!

HV Identification

Figurel: Thedesigned flow chart

Thedesign of BPneura network shal becombined
with projects. Inthissystem, aswhat weneed to solve
isnonlinear problemsintheclosed interva, which can
be solved with ahidden layer, three-layer BP neural
network ishereby adopted. After extracting plenty of
featureinformation of fivekindsof characterigtics, make
use of conventional reservation method to train and
detect classifier, wheretwo thirds of thedataare used
totrainthe network, and onethird of the dataare used
to detect the network, so asto detect the recognition
rate.
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ALGORITHM DESIGN

Working principleof BPalgorithm

Uptill now, hundreds of artificial neural network
modelsareput forward from different viewsof research,
among which multi-hierarchy feed forward error back
propagation BP neura network isthemost-widdy used
network model in actud research. Basicthree-layer BP
neural network structureisshown asFigure 23,

From the picture we can seethat three- layer BP
neural network ismainly comprised of input layer, hid-
denlayer and output layer. Adjustableweight » con-
nectsthelayers. There can be several hidden layers,
forming multi-layer BP neura network. Theinput of BP

neural network isrecorded as x (k) , theactua output
of network isrecorded as Y, (k) , theideal output of

network isrecorded as Y, (k) , thesubscripts i, j indi-

catethenodesof input layer of network respectively,
and k istherunningiterationsof BP neural network.
Itsgpproximation error isdefined asFormulalinwhich
L isthequantity of output layer nodes; inthisway, the
function characteristic of BP neural network can be
described as Formula2i4.,

E =22 (Y, (07, (0)° &
7 (K) = £ (x (K) ) @

In Formula2, function f isobtained throughthe
composition of weights of each network [ayer and node
function, generaly being very complicated non-linear
function BP neurd network trainingisto dynamically
adjust the connecting weight » to make Formula 3
workable. Thelearning of weight «» adoptsthefastest
grads descent principle, i.e. the variable quantity of
weightsisin proportion to the negative gradient direc-
tion of approximation error g . Seereference 2 for spe-
cficcdculation.

k—o0

L
limE = lim->>" (Y, - 7,(K)* =0 (g
j=1

Ant colony algorithm design
Ant colony agorithmisarandom search algorithm

addressed by Scholar Dorigo and othersfrom Italy in
the 1990s, which solves TSP by manual s mulation of
ants search process, and achievesbetter results. It isan
another intdligent heuristic seerch dgorithm gpplicable
for combinatoria optimization problemséafter thesmu-
lated annealing dgorithm, genetic a gorithm, tabu search
agorithm, neura network agorithm, etc. Not only can
Ant colony dgorithm performintdligent seerchand glo-
bal optimization, but also havethefeatures of robust-
ness, positivefeedback, distributed computation and
easy combination with other algorithms. At the same
time, such characteristicsasdiscretenessand paralldl-
ism of ant colony agorithm arevery applicableto ded
withdigita image, anditsclusteringfeaturesand image
recognition processhavegreater smilarities®.

Figure2: Basicstructureof BP algorithm

The study found that ants could leave amaterid
cdled pheromoneinthepath to guidetheir own move-
ment direction, and tend to move toward the high-
strength materid. Therefore, the collective behavior of
alarge number of antscan display the positive feed-
back of information: themorethereareantsin certain
path, the greater the probabilitiesthat the subsequent
antssdect thispath. Meanwhilethepheromonewill dis-
appear gradually over time, so the pheromone strength
hastherelationswith the path length and the number of
antsinthe path. Ants search foods by such information
exchange. Ant colony dgorithmisaprocessto smulate
thereal antsto look for foods.

But ant colony algorithm usesarandom selection
strategy inthe process of construction solution. This
selection strategy reducesevol utionary rate and easily
causesstagnation, that is, thesolutionsthat all individu-
alsfound are exactly the same not to search the solu-
tion space further and find abetter solution after the
search reached a certain extent. Asfor the problem,
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this paper adoptsthe sel ection strategy of thedynamic
adjustment to improve the overall search speed and
capabilitiesof ant colony agorithm.

Theprocessof antsforagingisalso aconstant clus-
tering processactually. Thingsarethe cluster center.
Ant colony agorithmisappliedinthe clustering prob-
lem, of which, mainideasarelisted asfollows.

If X ={X[X; = (%3 X2+ Xl =12+, N} isthe
dataset toandyzethedustering, r isthecluster radius,
ph; () isthe pheromone concentretionin thepath from

data X; todata X; inthetimepoint t, d; isthe
Euclid digancewithweight of thesamplesand thecdlus-
ter center, and p istheweighted factor that can be de-
termined according to theimpact degreeinthere-clus-
tering of each component. See Formula4.

dij :HP(xi _XJH:\/an:; pk(xik_xjk)2 4

If ph; (0) = Oistheinitia information quantity, see

Formulab.
d; <r
d =1 ©

1
phj (0) = {O

If R(t)>PO), X

is merged toX;. If
C, ={X|dy <r,k=12--J},C; isall data sets

mergedto X, . SeeFormula6 for theoptimal cluster

1 J
j =3Z><k X, €C, (6)

Through overall search improvement

Dynamic adjustment strategy: Stagnationisthefun-
damenta causeresultingintheinadequacy of ant colony
agorithm. Based on the determini stic and random se-
lections, this paper adjuststhe transition probability
dynamically to build the sel ection Strategy more condu-
civetotheoveral search®.

The pheromone in the path occurs continuous
changeintheevolutionary process. The pheromone of
better solution searched isstrengthened toincrease the

BioTechnology —

selection possibility of next iteration, and some better
solutionsisforgotten gradual ly becausefewer antspass
inthe start-up phase so asto affect the overall search
capabilitiesof theagorithm. If theantsare stimulated
properly to try the path occasionally in the selection
strategy, it isconducivefor the overall search of the
solution space. Thus, theinadequacy of basic ant colony
algorithmisovercomeeffectively. See Formula7 and
Formula8for theimproved selection strategy inthis

paper. When q < q,, j € allowed, Formula7isused

and j € allowed, ,others Formula8isused.

R (0 = argmax{(z, O [, ) } @
PX(t) = [Tij (t)]a ' [’7ij ]ﬁ - X (1)
” Z[Tik (t)]a '[nik]ﬂ - X (1) 8)

In Formula7 and Formula 8, X; meetsthere-
quirementsof Formula9.

B m- N,
InFormula9, m isthenumber of ants, N, isthe
number of current iterations, max 7 isthemaximum of

©)

ij

heuristicfunction 7 (i, j) ,and Q. (i, j) istotal number
of antsinthecurrent path (i, j) fromthefirstiteration.
Q.and nareconsideredin x . When previousitera-

tiontendsto suboptimal solution, thenumber Q. (i, j) of

antsincreasesandits x valuedecreasesconstantly in
spiteof constant increase of the pheromonein the sub-
optimd solution. Therefore, another selection of thepath
canrestrain the excessveincrease of the pheromoneto
cause premature convergence, and isconducivetoglo-
bal convergence®9.

EXPERIMENTAL VERIFICATION

Data collection and preprocessing

Thispaper takesthe hepatitis B virusfor example
and adoptsidentification samplefrom three Chinesehos-
pital to built sample database.
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Thedesgnof BPneurd network identification shal
be combined with projects. Inthissystem, aswhat we
need to solveisnonlinear problemsintheclosedinter-
val, which can be solved with ahidden layer, three-
layer BPneura network ishereby adopted. After ex-
tracting plenty of featureinformation of HVV, makeuse
of conventional reservation method to train and detect
method, wheretwo thirds of the dataareused totrain
the network, and onethird of the dataare used to de-
tect the network, so asto detect therecognition rate.

Thesystemisto recognizethecharacteristicsHVB
accordingtoitspractical environment. This paper se-
lects 10 characteristicsin total, so 10 input neurons of
network arerequired. Duetothefeatureof S-typefunc-
tioninBPneura network, thecharacteristic valuesshdll
benormdized, andthenormdized vauesshdl belimited
within[0.1,0.9] Asthe system hereismainly to recog-
nizefivecharacterigicsof HV B, thenumber of neurons
of network output layer isdesigned as5. Binary five-
digitisused to indicate the output. (10000), (01000),
(00100), (00010) and (00001) represent five charac-
teridticsrespectively. Thusthemathematica corresponding
relations of BP neural network areestablished. Input a
ten-digit vector and output afive-digit binary number
through function corresponding rel ations of network, so
astodistinguishtheclassfication of fivekindsof micro-
organism. Therefore, wehave designed theroughinput-
output form of BP network classifier required by therec-
ognition system of water microorganismsby andlarge™.

Experimental resultsand analysis

Asfor theperformanceof the presented dgorithm,
thispaper d so realizestheapplication of theimproved
BP neurd network, the ordinary BP neural network[9]
and ordinary ant colony agorithm!®, evaluation perfor-
manceof different dgorithmsisshowninTABLE 1. In

TABLE 1 : The Application Performance of Different
Algorithms

) Ordinary
Improved Ordinary BP )
Algorthm ] ) Genetic
Algorithm Algorithm )
algorithm
Accuracy
95.77 % 88.66% 68.82%
Rate
Time
) 16s 571s 24s
Consuming

table 1 evauationresultsof training effectsof different
sudentsaresdected and compared with artificid evau-
ationto caculatethe evaluation accuracy. And thecal -
culation platformasfollows: hardwareisDd | Poweredge
R710, inwhich processor is E5506, memory 2G hard
disk 160G,; software platform isWindows X Poperat-
ing system, C programming language environment.

CONCLUSION

Theidentification HV successfully and effectively
playsakeyroleinclinical diagnosis. So, thispaper, on
theconsideration of actual characteristicsof identifica-
tion HV, designsaflow chart for HV identification, and
put forward anew HV identification model based on
improving ant colony a gorithm according to theidenti-
fication requirement of multi-factor complicated sys-
tem. Test resultsindicatethe engineering practicability
of themodd on HV identification. Inthenext study, we
shdll pay attention to thecombination of generdity with
individudity of HV identification.
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