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ABSTRACT 
 
The Microsoft’s Kinect sensor can generate a real-time dense depth map of a indoor scene
and relatively commercial available. However, there are some artifacts like holes,
instability of the raw input data which seriously affect the application. In this paper,by
using inpainting algorithm and CS theory which enable the kinect generate a dense depth
map, the large holes be inpainted without blurring between foreground and background
and the edges of the objects are sharpened. Experiments on captured data including
complex foreground objects and large areas of missing values demonstrate the
effectiveness of the method. 
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INTRODUCTION 
 
 With the development of computer graphics and video coding technology, three-dimensional 
televisions has become the next logical development towards a more natural and live visual home 
entertainment experience.[1] The 3-D audio-visual (3DAV) work group Has been formed to investigate 
the standardization in this area. FVV (Free Viewpoint Video) is the main Application of 3D TV which 
need an array of arbitrary multiple camera set-up[2], thus leads to the generation of mass video streams 
which need storage and transmission[2]. Restricted to the limited bandwidth, we cannot transmit all the 
captured pictures. The common solution is to synthesize the intermediate views. 
 Depth map plays an important role in the view synthesis for 3D video applications, which is a 
gray image, the darker regions in the depth map represent far-off objects and lighter regions represent 
closer objects. With smooth regions and sharp edges in depth map, the most important information rely 
in the edge region, so we need to find efficient method to estimate and compress an accurate depth map 
of edge parts. 
 To generated depth map the usual method is computing the depth map algorithmically by stereo 
matching, or using depth-sensing devices or range-finding cameras, which is known for the contactless, 
non-intrusive sensing of the environment. 
 Among the optical sensors, Microsoft’s kinect sensor has the highest influence on the robotics 
and mechatronics communities in the last three years[3-7], which is a RGB-D sensing device can 
generates a dense depth map and color image of the scene, the resolution is typically 640×480 at real-
time rate of 30 frames/sec, which is comparable to a time-of-flight camera[8] 

 Compressive sensing theory is a hot research area in image processing, such as image denoising, 
image coding, etc. CS theory enable certain images can be reconstruct from far fewer measurements 
which breaks the limitation of Nyquist sampling criterion and has worldwide used[9-10]. 
 Compressed sensing reconstruction algorithm can be divided into two categories including the 
convex optimization algorithm and greedy algorithm. The convex optimization algorithm by adding 
constraints to obtain the sparse representation, and the reconstruction method mainly including the basis 
pursuit method (Basis PurSuit, BP) and variation total algorithm (TV),and can get good reconstruction 
result. However, the convex optimization algorithm need large amount of calculation, the reconstruction 
speed is low. On the other side, greedy algorithm is based on the orthogonal matching pursuit method 
(Orthogonal Matching Pursuit, OMP), The reconstruction speed of greedy algorithm is fast, but the 
reconstruction precision is lower than convex optimization algorithm[11]. 
 Traditionally, the image/video under coding should be transformed from pixel domain to 
frequency domain using Discrete Cosine Transform or wavelet transform, such as JPEG or H.264. 
However, if edge parts within depth map are projected on frequence domain, many large amplitude 
signals are produced [12], it is well known that the edge area in depth map play an import role in view 
rendering, if large amplitude signals quantized by quantization matrix, it leads to large quantization 
error[12]. The existing depth map compression method such as Conventional codec H.264 using 
prediction method to estimate the neighboring area, which only considering the horizontal, vertical or 
diagonal edges cannot efficiently predict edge blocks for depth map with arbitrary edge shapes and 
reduce the extra bits. On the other hand, CS method can be more efficient to compress depth map and 
preserve the edge area than traditional method. 
 In this paper, we propose an improved depth map coding method incorporated with the 
compressed sensing theory to improve the quality of intermedia view, which plays an important role in the 
3D video applications[13],and the efficient compression of depth map is need to reduce the extra bits.  
 

OPTIMIZATION OF DEPTH MAP GENERATED BY KINECT SENSOR 
 
 Despite the kinect sensor has apparent advantages, there are still some disadvantages in the 
Kinect generated depth maps. As we all known that the kinect sensor consisting of an infrared projector 
and an infrared camera at distance of 7.5cm. The projector using an IR laser with 830nm wavelength 
capturing the scene and calculate correspondence between projector and the camera. But in some special 
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 Sine depth map is the 2-D image, we should calculate the sum of the discrete gradient of the 2-D 
image, called TV norm 
 

 (3) 
 

 (4) 
 

 (5) 
 
 where i and j represent the horizontal and vertical coordinates, respectively. 
 we reconstruct the data by Using the reconstructed disparity map computed by performing 
above method, we can get the desired intermediate view  by linear interpolation, as follows: 
 

 (6) 
 
 Where  represent the texture image respectively, we think these regions are the remaining 
occluded regions, which should be repaired by using the inpainting method[22]. 
 Taking into account both the real-time request and repaired quality for image restoration, we 
adopt the fast image inpainting method to complete repairing process. 
 

RESULTS 
 

 To test the efficiency of our method, in this section, we present simulation results to show that 
our algorithm is good at staircase artifact, we use a Microsoft Kinect depth sensor connected to a 
computer running the Windows 7 operating system. The depth maps and the corresponding color 
images, the color image is a three channel RGB image and the depth map is a single channel gray image. 
The proposed method is implement in MATLAB, C, and OpenCV.  
 The results of the proposed algorithm can be seen in Figure 1 and it is clear that all the holes 
have been filled and the edges have been refined. In Figure 2, the view rendering quality of the proposed 
algorithm is compared with the method that not using the CS theory, we can see that the proposed 
method outperforms. The subjective quality difference can be clearly observed among the enlarged 
portions of above images, shown as Figure 2, from left to right, are the enlarged portions of the original 
images (Figure 2 (b), Figure 2(f)), the intermediate views reconstructed using our method (Figure 2 (d), 
Figure 2(h)), respectively. Note that, the edge and texture can be preserved well in our method, which 
indicates that the depths change smoothly and consistently, so that our method generates intermediate 
views with higher quality. 
 

 
 (a) (b) 

 
Figure 1: the depth map obtained by our method 
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(a)        (b)        (c)               (d) 

  
(e)                     (f)                          (g)        (h) 
 

Figure 2 : Reconstructed view obtained by (a),(e)original method, (c),(g) our method,(b),(d),(f),(h) the enlarged 
portions 
 

CONCLUSION 
 

 With further research about depth extraction and multi-view render, We investigated a depth 
extraction method by Kinect for the view rendering. By using inpainting algorithm and CS theory, large 
gaps could be inpainted without blurring between foreground and background and efficiently estimate 
the depth map with arbitrary edge shapes. Experiments on video data including complex foreground 
objects and large areas of missing values demonstrate the effectiveness of the method. 
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