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ABSTRACT 
 
The food cold-chain logistics is a typical nonlinear complex system, for which the
traditional prediction method has been stretched thin. In view of the characteristics of
Chinese economic development and the availability of the statistical data, the paper took
the food cold-chain logistics system of Hubei province as the research object and designed
the prediction method based on grey and AW-BP. The prediction method combined the
advantages of low requirement of grey prediction method for statistical data and strong
nonlinear capacity of BP neural network and overcome the disadvantages of too slow
convergence and being easily caught in local optimum of general BP neural network by
methods of correction of error function, introduction of dynamic adaptive weight etc.
Through a large number of experiments, it is proved that the new prediction method is
greatly improved in rate and precision of convergence and the capability of getting rid of
local extremum and is a practical and efficient prediction method; simultaneously, the
prediction data about future demands of the food cold-chain logistics of Hubei province
were obtained and the analysis on the development trend and the scale of the food cold-
chain logistics system of Hubei province was made according to the prediction data. 
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INTRODUCTION 
 

 The food cold-chain logistics is a specific supply chain system which means advanced technical means and methods 
are adopted to ensure that the whole logistics process is always in proper conditions so that the quality and safety of food can 
be maintained at the greatest extent, the quality decreasing rate of food can be delayed and the loss and pollution of food can 
be reduced. With the rapid development of Chinese economy, the production and the consumption of food also increase 
rapidly, resulting in the huge demands for the food cold-chain logistics. The infrastructure of cold-chain logistics is carried 
out in various regions. However, since the theoretical research of the food cold-chain logistics in China falls far more behind 
the development of practice, the food cold-chain logistics industry developed basing on this has many problems to be solved. 
Under the current situation, relevant functional departments have to realize the reasonable planning and guidance for it by 
mastering the quantized data of the trend and the scale of future development of the food cold-chain logistics industry to 
promote its smooth and healthy development. However, it is a pity that the relatively mature prediction method cannot well 
adapt to the complex large-scale nonlinear system of the food cold-chain logistics which is lack of historical statistics data 
and the demand prediction work of the food cold-chain logistics system comes to a deadlock. 
 Based on this, in this paper, the food cold-chain logistics system of Hubei province was taken as the research object, 
the grey prediction method was organically combined with the neural network on the basis of the full consideration for the 
characteristics of the food cold-chain logistics system and a totally new prediction method based on grey and AW-BP was 
worked out. The totally new prediction method can give play to the advantages of low requirement of the grey prediction 
method for statistical data and powerful nonlinear function of the neural network and can overcome the disadvantages of BP 
neural network of slow convergence rate and being easily caught in local optimum etc. 
 

DATA SOURCE AND INTRODUCTION 
 

Determination of statistical indicators 
 “Logistics Demand” represents the logistics development condition of a country or region. Since the economic 
background, the geographic position and the policy direction of different countries and regions are all different, resulting in 
great deviation in cognition and statistics of “Logistics Demand”. At present, there is still no unified statistical indicator that 
can be used for representing “Logistics Demand”. In the theoretical circle, it is widely believed that the three statistical 
indicators of “Freight Volume”[1], “Logistics Cost”[2,3] and “Proportion in GDP”[4,5] can reflex the total demands of logistics 
to a certain extent and can be taken as the statistical indicators representing “Logistics Demand”. But due to the limited 
knowledge of modern logistics industry of our country and inconsistent statistical caliber, the accuracy and the availability of 
the statistical data relevant to the three indicators are all poor. Therefore, we cannot use the internationally commonly used 
statistical indicators to carry out relevant researches. 
 We think that: the food cold-chain logistics system of Hubei province follows the rule of general logistics system 
and the total consumption of the clod-chain food reflects the demand of the region for the cold-chain food within a period of 
time; simultaneously, in consideration of the availability and the truth of the statistical data, we adopt the “Total 
Consumption of Cold-chain Food” as the statistical indicator representing the demand of the food cold-chain logistics system. 
 
Data source and treatment  
 We carry out an accumulative counting and conclude the consumption gross of cold-chain food from the annual 
consumption of ordinary cold-chain food in Hubei during 2000-2009 extracted from statistic yearbook by Hubei Statistical 
Bureau. The specific data are seen in TABLE 1.  
 

TABLE 1 : Consumption gross of cold-chain food in Hubei during 2000-2009 (ten thousand tons) 
 

 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 
Pork 4.49 4.70 5.01 6.40 6.51 7.92 8.05 7.40 8.08 8.88 
red meat 0.56 0.55 0.58 0.62 0.63 0.88 0.91 0.95 0.89 0.99 
other poultry 0.74 0.89 1.09 1.23 1.2 1.84 1.91 1.97 2.04 2.09 
egg and egg products 1.89 1.86 2.00 2.12 2.15 2.29 2.35 2.49 2.60 2.76 
Fish 1.60 1.36 2.47 2.68 2.73 3.23 3.35 4.13 5.19 5.95 
fresh vegetables 27.3 26.5 26.7 28.0 28.4 37.9 43.7 49.5 52.3 54.2 
Fruits 10.4 10.5 11.0 11.4 11.6 12.4 13.0 13.5 14.8 15.2 
dairy products 1.12 1.46 2.47 2.82 2.87 2.96 3.38 3.96 4.44 5.07 
Pastry 0.69 0.74 0.79 0.92 0.94 1.18 1.22 1.53 1.62 1.73 
Total 48.79 48.56 52.11 56.19 57.03 70.6 77.87 85.43 91.96 96.87 
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to approach the optimal solution as soon as possible; if the current search is near to the optimal value, the value of the weight 
is reduced and the optimizing rate of the algorithm in the region is lowered to avoid missing the optimal solution or reduce 
the sharp fluctuation near the local optimum. In this way, it is conductive to the faster searching of globally optimal solution 
and the acceleration of the convergence rate. 
 The calculation formula of self-adaption weight: 
 

( )( 1) ( )
( 1)
E Nv N v N

E N
+ =

−
 (3) 

 
 Where, v  is the adaptive weight; N  is the iteration. 
 

ESTABLISHMENT OF PREDICTION MODEL ON GREY AND AW-BP 
 

Model structure 
 (1) Hierarchical structure: the prediction model is of three-layer structure, input layer-hidden layer-output layer. 
According to the empirical formula, the nerve cells of the hidden layer in the training model are set to be 9, 12 and 15 
respectively and the final prediction model structure is determined according to the training results. 
 (2) Interlayer process mode: the sample dimension and structure are shown in TABLE 2. 
 

TABLE 2 : Model structure and sample dimension of training model 
 

 training model 1 training model 2 training model 3 
input layer 4 5 6 
hidden layer 9 12 15 
output layer 1 1 1 

 
Sample data processing  
 Consider the gross consumption of cold-chain food for Hubei food cold-chain logistics system during 2000-2009 as 
sample data. Given that the input sample data possess different dimensions, in order to objectively reflect the real effect of 
training sample data on output result, input and output data will be made normalization processing. Meanwhile, in order to 
speed up the backward transmission of error and avoid the extremum space at two top ends of Sigmoid function, data after 
normalization processing need to be made correction processing. Data after processing are seen in TABLE 3.  
 
 Normalization processing on data: 
 

1 min

max min

x xx
x x

−
=

−
 (4) 

 
 Correction processing of data: 
 

1
m in

m ax m in

2
(1 .8 9 7 1 0 .1 6 2 5 )( )

[ 0 .16 2 5 ]

11
x x

x x

x

e
− −

+
−

= −  (5)

  
TABLE 3 : Data after processing 

 
Year 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 

1y  0.1570 0.1500 0.2517 0.3537 0.3729 0.6147 0.7033 0.7738 0.8211 0.8500 
 
After the training is completed, data after normalization processing will be recovered and made post-processing, 
namely anti-normalization processing  
 

max min
min'

( ) 1[ln( ) 0.1625]
1.8971 0.1625 1

y yy y
y

−
= − +

− −
 (6) 

 
Setting of parameter 
 Transfer function: Sigmoid function; Weight value: initial weight value is generated in the section [-1，1] by 
random function; Expectation error: Formula 2. 
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 (2) Aiming at some inherent defects of BP neural network, two important optimizing measures are provided in the 
paper: the first is to optimize the error function aiming at the problem of being easily caught in local optimum of BP neural 
network; the second is to adopt the method of dynamic adaptive weight value to optimize the search algorithm of BP neural 
network aiming at the slow rate of convergence of BP neural network at the late period of iteration. Experimental data show 
that the optimizing measures can obviously improve the precision and the robustness of prediction model and the optimizing 
ideas and measures are proper. 
 (3) The food cold-chain logistics system is a typical complex nonlinear system. In view of various reasons, the 
system is extremely lack of historical statistical data and the accuracy and the availability of the only statistical data are poor. 
The monomial prediction method is adopted for the prediction and the prediction results are not ideal. The grey prediction 
method is organically combined with BP neural network, all advantages of monomial prediction method are fully utilized and 
disadvantages are avoided. Therefore, terrific prediction results are achieved. 
 (4) It can be seen from the prediction data that the demand of the food cold-chain logistics system of Hubei province 
increases slightly year by year and the rate of increase is decreasing which is far lower than GDP. Thus it can be seen that the 
upsurge of the current infrastructure construction of cold-chain logistics is lack of rationality. If it is not stopped in time, 
serious result of resources and capital waste will be caused. 
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