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ABSTRACT 
 
Query-focused multi-document summarization aims to create a compressed summary
biased to a given query. This paper presents a mutually reinforced relevance propagation
(MR2P) approach to this summarization task. Experiments are conducted on the DUC
2005 and DUC 2006 data sets and the ROUGE evaluation results demonstrate the
advantages of the proposed approach. 
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INTRODUCTION 
 

 Recently, manifold-ranking has been exploited for query-focused summarization [1]. The manifold-ranking 
based summarization approach constructs a weighted graph that explicitly represents both query and sentences as 
vertices. The pre-specified positive ranking score of query is then propagated to nearby vertices via the graph 
iteratively until a global stable state is achieved. At the end, all the sentences are ranked according to their final scores, 
with a larger score indicating a higher chance to be extracted. However, this approach performed relevance 
propagation among homogeneous objects (i.e., sentences). The information beyond the sentence level is totally 
ignored. Actually, in a given document set, document information can also assist the users in understanding the content 
in the whole document set. So the document information is supposed to have great influence on sentence ranking. 
 Based on the above analysis, we argue that the ranking score of a sentence depends not only on its relevance 
to the given query, but also on the relevance of its belonging document to the query. We apply mutual reinforcement 
principle to query-focused sentence and document ranking, i.e., 
 “A sentence should be ranked higher if it is contained in the document which is more relevant to the given 
query while a document should be ranked higher if it contains many sentences which are more relevant to the given 
query.” 
 The above principle is similar to the principle by Zha to detect key terms and generic summary sentences [2]. 
 In this paper, we propose a new query-focused multi-document summarization model, which enhances 
manifold-ranking based relevance propagation via mutual reinforcement between documents and sentences. 
 The remainder of this paper is organized as follows. Section 2 reviews related work. Section 3 introduces the 
proposed two-level mutual reinforcement model and presents a relevance propagation-based sentence ranking 
algorithm. Section 4 then presents experiments and evaluations. Finally, Section 5 concludes the paper. 

 
RELATED WORK 

 
 Under the framework of extractive summarization, sentence ranking is the issue of most concern. In recent 
years, graph-based approaches have been proposed to rank sentences. These approaches modeled a document or a set 
of documents as a weighted text graph, took into account the global information and recursively calculated sentence 
significance from the entire text graph rather than only relying on the unconnected individual sentences.  
 Most existing query-focused multi-document summarization approaches incorporated the information of the 
given query into the generic summarizers in order to extract the sentences suiting the user’s declared information need. 
Different from the traditional query-focused summarization approaches, which were usually the simple extensions of 
generic summarizers and did not uniformly fuse the information in the query and the documents, Wan et al. [1] 
proposed a manifold ranking based approach to make uniform use of sentence-to-sentence and sentence-to-query 
relationships. A weighted graph was built where the vertices included both the query description and the sentences in 
the documents. The manifold ranking was employed to iteratively propagate the relevance of the query to nearby 
vertices via the graph structure. The ranking score of a sentence obtained by this process indicated the topic-biased 
informativeness of the sentence and those with high ranks are chosen to form the summary. 

 
MUTUALLY REINFORCED RELEVANCE PROPAGATION (MR2P) MODEL 

 
Notation 
 Let us formally model the linked two-layer graph containing both sentences and documents as 

SDDDSSDS EEEVVG ,,,,= , where }{ iS sV = ( sni ≤≤1 , sn  is the total number of the sentences) and }{ jD dV = (

dmi ≤≤1 , dm  is the total number of the documents). },|{ SjiijSS VsseE ∈= , },|{ DjiijDD VddeE ∈= and 

},|{ DjSiijSD VdVseE ∈∈= correspond to the edges between sentences, the edges between documents and the edges 

between sentence and documents, respectively. Let )1()1(][ +×+=
ssji nnssSS wW , )1()1(][ +×+=

ddji mmddDD wW  and 

)1()1(][ +×+=
dsji mndsSD wW  be the sentence-to-sentence, document-to-document and sentence-to-document affinity 

matrices, where 
jissw ,

jiddw and 
jidsw are the cosine similarity between two sentences, between two documents, and 

between one sentence and one document, respectively. Let SF  and DF  denote the ranking scores of the sentence set 

SV  and the document set DV , respectively.  
 
Mutually Reinforced Relevance Propagation (MR2P) Algorithm 
 The MR2P algorithm performs the internal relevance propagation in the sentence set and the document set 
separately until the stable states of both are achieved. The obtained sentence and document ranking scores are the 
updated via external mutual reinforcement until all the scores are converged. The basic manifold ranking algorithm is 
applied as the solution technique to the relevance propagation problem: 
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where )0(SY  is defined as a constant vector T

nS 1)1(]00,0,1[ ×+K  in relation to the sentence layer, in which the first term 
denotes the initial relevance of the query sentence and the rest terms denote the relevance of all the sentence in the 
documents. Similarly, we have the document layer vector T

mC d
Y 1)1(]00,0,1[)0( ×+= K . 10 << α is a weighting parameter. 

2/12/1 −−= SSSSSSSS AWAL  and 2/12/1 −−= DDDDDDDD AWAL  are graph Laplacian [3], which denote symmetrically normalized 

SSW  and DDW , respectively, where SSA  and DDA  are the diagonal matrix with the (i,i) element equal to the sum of the 
ith row of SSW  and DDW , respectively. The theorem in [4] guarantees that )1( +nYS  and )1( +nYD  converge to 
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 The resulting sentence and document ranking scores are then refined each other in a mutual reinforcement 
manner. Let )0(SF  and )0(DF denote the initial ranking vectors of the sentences and the documents during the 

reinforcement process, respectively. They are directly derived from *
SY  and *

DY  by removing the query dimension. In 
other words, query does not play any role during the update processing in the MR2P algorithm. The Sn -dimensional 
vector )0(SF  and the Dm -dimensional vector )0(DF  are then updated by the connections between sentences and 
documents iteratively according to  
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where DSL  is the normalized document-to-sentence adjacency matrix DSW . )(iFS  and )(iFD  are the refined )0(SF
and )0(DF at the ith iteration. θ  is a weighting parameter ranging from 0 to 1.  
 

11 −−= DScDSDSrDS AWAL                         (4) 
 
where DSrA  is the diagonal matrix with its (i,i)-element equal to the sum of the ith row of DSW . DScA  is the diagonal 
matrix with its (i,i)-element equal to the sum of the ith column of DSW . 

 D
T
DS FL  and SDS FL  in Eq. (3)  reveal the influence of document ranking on the sentence ranking and the 

influence of sentence ranking on document ranking through the connections between sentences and documents. 
Therefore, the first equation in Eq.(3) addresses the SF  update reinforced by DF , while the second equation address 
the DF  update reinforced by SF .  In certain degree the algorithm still keeps confidence on the original sentence and 
document ranking results that are obtained based on query relevance propagation. The convergence proof of MR2P 
algorithm is omitted due to space limit.  
 We can use the closed form which is obtained in the proof process to compute the ranking scores of sentences 
and documents directly. In large-scale real-world problems; however, we prefer using iteration algorithm due to 
computational efficiency. Usually, the convergence of the iteration algorithm is achieved when the maximal difference 
between sentence scores or document scores computed at two successive iterations for any point falls below a given 
threshold (0.0001 in this study).  
 
Summary Generation and Redundancy Control 
 In multi-document summarization, the number of the documents to be summarized can be very large. This 
makes information redundancy problem appear to be more serious in multi-document summarization than in single-
document summarization. Redundancy control becomes an inevitable process. Since our focus in this study is the 
design of effective (sentence) ranking algorithms, we apply a straightforward but effective sentence selection principle. 
We incrementally add into the summary the highest ranked sentence of concern if it doesn’t significantly repeat the 
information already included in the summary until the word limitation of the summary is reached. 
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EXPERIMENT 
 

 We conduct the experiments on the data sets from the DUC 2005 and the DUC 2006. In these two years, 
query-focused multi-document summarization is the only task. According to the task definitions, systems are required 
to produce a concise summary for each document set and the length of summaries is limited to 250 English words. 
 A well-recognized automatic evaluation toolkit ROUGE [5] is used for evaluation. It measures summary 
quality by counting the overlapping units between system-generated summaries and human-written reference 
summaries. We report three common ROUGE scores in this paper, namely ROUGE-1, ROUGE-2 and ROUGESU4 
which base on Uni-gram match, Bi-gram match, and unigram plus skip-bigram match with maximum skip distance of 
4. Documents and queries are pre-processed by segmenting sentences and splitting words. Stop words are removed and 
the remaining words are stemmed using Porter stemmer. 
 In the experiments, the proposed MR2P algorithm is compared with the two baselines employed in the DUC. 
They are the lead baseline and the coverage baseline. The lead baseline takes the first sentences one by one in the last 
document in the collection, where documents are assumed to be ordered chronologically. The coverage baseline takes 
the first sentence one by one from the first document to the last document. We also present the results of top three 
systems with the highest ROUGE scores that participate in the DUC 2005 and the DUC 2006 for comparison. 
 For further comparison of the MR2P algorithm, we also implement the basic manifold ranking algorithm as 
proposed in [1].  
 Tables 1 and 2 show the comparison results on the DUC 2005 and 2006 data sets respectively. The parameters 
of manifold ranking based approaches are set as 6.0=α  and 75.0=θ . S15 and S4 etc. in the tables are the IDs of those 
top performing systems participated in the DUC. 

 
TABLE 1 : Experimental Results on the Data of DUC2005 

 
Systems ROUGE-1 ROUGE-2 ROUGE-SU4 
MR2P 0.38591 0.07498 0.13397 
Wan’s 0.38523 0.07496 0.13353 
S15 0.37665 0.07381 0.13260 
S4 0.37484 0.07003 0.12798 
S17 0.36930 0.07256 0.12977 
Coverage Baseline 0.34659 0.06013 0.09275 
Lead Baseline 0.30583 0.04875 0.08154 

 
TABLE 2 : Experimental Results on the Data of DUC2006 

 
Systems ROUGE-1 ROUGE-2 ROUGE-SU4 
MR2P 0.41715 0.10285 0.17429 
Wan’s 0.41685 0.10279 0.17401 
S12 0.41611 0.10276 0.17399 
S23 0.41505 0.10800 0.17834 
S24 0.41020 0.10727 0.17431 
Coverage Baseline 0.36753 0.08132 0.14596 
Lead Baseline 0.33574 0.06942 0.12439 

 
CONCLUSION AND FUTURE WORK 

 
 In this paper, we propose a new model to enhance manifold- ranking based relevance propagation via mutual 
reinforcement between sentences and documents. Based on it, we develop a new sentence ranking algorithms for the 
application of query-focused multi-document summarization. Experimental results demonstrate the effectiveness of the 
proposed algorithm. In the future, we will further explore how to combine sentence-to-document relationship in multi-
modality relevance propagation model.  
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