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ABSTRACT
In this paper, an efficient method for text-independent writer identification
using Local Fragment Distribution Feature (LFDF) is proposed. Local
fragments, which are parts of the contour in sliding windows, contain the
information of strokes. Our method uses the distributions of to create
LFDF vector for each specific manuscript. In order to reduce the impact of
stroke weight, the fragments which do not directly connect the center
point of the sliding window are ignored. Then, the distributions of local
fragments are counted and normalized into LFDF. At last, weighted
Manhattan distance is used as similarity measurement. The proposed
method offers state-of-art performance on ICDAR 2011 writer identification
database with multi-languages and the experiments demonstrated that
this method is suitable for text-independent writer identification.
 2013 Trade Science Inc. - INDIA
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INTRODUCTION

Writer identification is a behavioral biometric based
on writing styles. It can provide an important clue for
authentication and is widely used in security fields. Writer
identification methods can be divided into two major
categories: text-dependent and text-independent[1].
Text-dependent methods require the same fixed char-
acters with training handwritings, such as signature veri-
fication. In text-independent methods, any handwriting
documents with different text will be useful. These meth-
ods don�t concentrate on a whole character but on
writing style features, such as texture, direction. So the
text-independent methods have widely used in many
applications.

In recent years, varies of methods have been pro-
posed for text-independent writer identification. Bulacu
et al.[2] proposed a serial features with direction, angle
for writer identification. Li et al. proposed a micro-struc-
ture feature[3], and improved it[4]. Their methods ob-
tained good performance on Chinese character identi-
fication. Ghiasi et al.[5] coded local structures into a
length-angle form and used them to describe the direc-
tion of handwriting. Fiel et al.[6] used SIFT features to
avoid the negative effects of binarization. Wen et al.[7]

found features by counting the coding of local struc-
ture.

Learning from the idea of local structure distribu-
tion features, a method base on Local Fragment Distri-
bution Feature (LFDF) is proposed in this paper. LFDF
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shows the writing style by counting the distribution of
stroke in sliding windows. In order to reduce the im-
pacts of stroke weights, this feature only counts the edge
points directly connecting the center point in sliding win-
dows. At last, the weighted Manhattan distance is used
to measure the similarity between two LFDFs. The ex-
periments show that the proposed method gets satis-
factory performance on ICDAR 2011 writer identifi-
cation database[8].

FEATURE ABSTRACTION AND
SIMILARITY MEASUREMENT

The distribution of stroke feature is a hidden fea-
ture of handwriting. It is a writing style and can reflect
the trend of stroke. The proposed method contains two
main parts: feature abstraction and similarity measure-
ment. The feature abstraction procedure counts the edge
points in sliding windows and normalized the distribu-
tion into LFDF. The degree of similarity is identified by
the weighted Manhattan distance. LFDF is not ab-
stracted directly from the original image but from its
edge for more valuable information and less redundant
information. It is a reasonable method because hand-
writings can be recovered from edges of stroke. In ex-
periments, Sobel detector is used. Figure 1 shows an
example of contour detection. (a) is the original image,
(b) is the detection result of (a) by Sobel detector.

erature. LFDF is also a feature of stroke edge which
can reflect the above features. It is abstracted from lo-
cal fragments which are parts of contour in sliding win-
dows. Flow chart of feature abstraction is shown in
Figure 2, which includes edge detection, loop counting
and normalization. Loop counting is the main step, which
contains local fragment extraction, distribution count-
ing.

(a) Original image

(b) The edge of (a)

Figure 1 : Edge detection.

The LFDF extraction

Everyone has his special writing styles and most of
them can be extracted from stroke edges, such as di-
rections, length and angles. These features have been
successfully used for writer identification in previous lit-

Figure 2 : Flowchart of LFDF extraction.

Fragment extraction

The rectangle in Figure 3 is a sliding window, whose
center is an edge point marked with �+�. The size of the
window is , where  is the distance
between the center and the rectangle border. Fragments
are contour in sliding windows. As show in Figure 3,
there are several fragments in the original window. In
order to reduce the influence of stroke weight, the frag-
ments not connecting the center point are ignored in the
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following steps. Figure 3 shows the local fragment ex-
traction process. There are three fragments in the win-
dow and only the one connecting center point is used in
next step.

previous section.
3) Counting the number of , where  and 

are related pairs in a sliding window,  and 
are their group number, when 
or  when , where  is the pa-
rameter.

4) Go through all edge points and repeat step (2) and
(3).

5) Normalization. Different images have different num-
bers of edge point. So, the distribution is normal-
ized with , where  is the site and 
is the number. Then, the probability density of cod-
ing is

 (1)

where  is the number of pair .
The obtained LFDF is shown in Figure 5. The size

of example window is , , the feature of
every site contains the probability densities of the pairs
between the current site and other sites.

The main part of feature extraction is repeat count-
ing, which is easy to realize. As the size of sliding win-
dow increases, the feature dimension rapidly increases.
But most sites far from center are nearly useless for
their close to zero values. So, the size of sliding win-
dow is limited in a small range.

Similarity measurement

The proposed method directly computes the dis-
tance between two features. Several distance measure-
ments and their weighted measurements have been
tested in our experiments. Among these methods, the

Figure 3 : Fragment extraction in a sliding window.

The distribution of obtained fragments was described
in literature[10]. Its main contribution is reducing the in-
fluence of stroke weight. In the conditions of any writ-
ing instruments allowed, a writer will give handwritings
with different weights. So, different stroke weights have
negative influence for writer identification.

LFDF extraction

The probability distributions of local structures in
sliding windows are used in literature[3,4,7,10]. These
stroke distributions can reveal the hidden feature of the
strokes and are counted in sliding windows which go
through the image with edge points as their centers.

The existing local features only used a subset of
related site pairs. A reasonable extension of these ideas
is that considering more pairs may gain a more power-
ful feature. A  sliding window is shown in Figure
4. The subscript of every site is its group number. The
proposed feature uses two kinds of edge point pairs.
The first kind pairs are near the center. For every pair,
its first group number is no less than its second number.
The sites near center have high probability values. Even
a little deviation of them will cause a negative influence.
So, more pairs of this kind are counted for greater ac-
curacy. The second kind pairs are far from the center
and the first group number equals the second number.
This kind is less important and counting all pairs will
cause a lot of repeating computation.

So, LFDF can be extracted by the following steps:
1) Edge detection. It is an important preprocessing.

In our experiments, Sobel detector is used.
2) Local fragment extraction. This step is shown in the

Figure 4 : Group numbers in a sliding window.
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weighted Manhattan distance has obtained the best per-
formance, whose definition is

 (2)

where  is standard deviation of the ith component of
LFDFs,  and  are the ith components
of two LFDF, respectively.

The similarity is measured by the nearest neighbor
rule. The smaller value the LFDF is, the more similar
two handwritings are.

EXPERIMENT

The proposed method has been applied on ICDAR
2011 writer identification database. ICDAR 2011 writer
identification contest is the first contest in the field of
writer identification. Its benchmarking dataset was cre-
ated with the help of 26 writers that were asked to
copy eight pages that contain text in several languages
(English, French, German and Greek). They applied
two different evaluation scenarios. In the first scenario,
the whole images of the dataset were used. In the sec-
ond scenario, the images were cropped and only two
text lines were preserved. These two evaluation sce-
narios also applied in our experiments. Figure 6 shows
two examples of these two scenarios. A cropped im-
age has fewer characters than an original image, which

increases the difficulty of feature abstraction.
We calculated the LFDF of each image and evalu-

ated the similarity by the weighted Manhattan distance.
In our experiments,  and three kinds of sliding
window sizes are used: ,  and .

Two different measurements soft TOP-N and
hard TOP-N criterion are used to evaluate the per-
formance of the proposed method. Every document
image of the database is calculated the distance to
all other document images using the weighted Man-
hattan distance. The results are sorted from the most
similar to the less similar image. The soft TOP-N
criterion is the accuracy of at least one of the same
writer is included in the N most similar document
images. While the hard TOP-N criterion is the accu-
racy of all the N most similar document images are
written by the same writer. It is a more strict crite-
rion and difficult to get a high accuracy. In our ex-
periments, the values of N used for the soft criterion
are 1, 2, 5 and 10 and the values of N used for the
hard criterion are 2, 5 and 7.

TABLE 1-4 show the performance of the pro-
posed method. The performance slightly changes when
different sliding window sizes are used. It shows the

Figure 5 : An example of LFDF.

(a) An example of original image.

(b) An example of cropped image.

Figure 6. Examples of ICDAR2011 writer identification
dataset.
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good stability of our method. TABLE 5-8 show the
comparisons of the proposed method with other meth-
ods mentioned in ICDAR 2011. The results corre-
sponding to the highest accuracy are marked in bold.

TABLE 1 : Performance on original images (using soft
evaluation).

Window sizes TOP-1 TOP-2 TOP-5 TOP-10 

 98.1% 98.6％ 99.0％ 99.0％ 

 98.1％ 98.6％ 99.0％ 99.0％ 

 98.6％ 98.6％ 99.0％ 99.0％ 

TABLE 2 : Performance on original images (using hard
evaluation).

Window sizes TOP-2 TOP-5 TOP-7 

 92.8％ 78.8％ 42.8％ 

 93.3％ 80.8％ 49.0％ 

 93.3％ 82.2％ 45.7％ 

TABLE 3 : Performance on cropped images (using soft
evaluation).

Window sizes TOP-1 TOP-2 TOP-5 TOP-10 

 93.8％ 98.6％ 98.6％ 98.6％ 

 96.2％ 97.1％ 98.6％ 98.6％ 

 93.8％ 96.6％ 98.1％ 98.6％ 

TABLE  4 : Performance on cropped images (using hard
evaluation)

Window sizes TOP-2 TOP-5 TOP-7 

 82.2％ 50.5％ 19.2％ 

 83.7％ 51.0％ 18.3％ 

 86.1％ 52.3％ 18.8％ 

TABLE 5 : Soft evaluation using ICDAR database of original
images.

Methods TOP-1 TOP-2 TOP-5 TOP-10 

ECNU 84.6％ 86.5％ 88.0％ 88.9％ 

QUQA-a 90.9％ 94.2％ 98.1％ 99.0％ 

QUQA-b 98.1％ 98.6％ 99.5％ 100.0％ 

TSINGHUA 99.5％ 99.5％ 100.0％ 100.0％ 

GWU 93.8％ 96.2％ 98.1％ 99.0％ 

CS-UMD 99.5％ 99.5％ 99.5％ 99.5％ 

TEBESSA 98.6％ 100.0％ 100.0％ 100.0％ 

MCS-NUST 99.0％ 99.5％ 99.5％ 99.5％ 

The proposed 98.1％ 98.6％ 99.0％ 99.0％ 

TABLE 6 : Hard evaluation using ICDAR database of original
images.

Methods TOP-2 TOP-5 TOP-7 

ECNU 51.0％ 2.9％ 0.0％ 

QUQA-a 76.4％ 42.3％ 20.2％ 

QUQA-b 92.3％ 77.4％ 41.4％ 

TSINGHUA 95.2％ 84.1％ 41.4％ 

GWU 80.3％ 44.2％ 20.2％ 

CS-UMD 91.8％ 77.9％ 22.1％ 

TEBESSA 97.1％ 81.3％ 50.0％ 

MCS-NUST 93.3％ 78.9％ 38.9％ 

The proposed 93.3％ 80.8％ 49.0％ 

TABLE 7 :  Soft evaluation using ICDAR database of cropped
images.

Methods TOP-1 TOP-2 TOP-5 TOP-10 

ECNU 65.9％ 71.6％ 81.7％ 86.5％ 

QUQA-a 74.0％ 81.7％ 91.8％ 96.2％ 

QUQA-b 67.3％ 79.8％ 91.8％ 94.7％ 

TSINGHUA 90.9％ 93.8％ 98.6％ 99.5％ 

GWU 74.0％ 81.7％ 91.4％ 95.2％ 

CS-UMD 66.8％ 75.5％ 83.7％ 89.9％ 

TEBESSA 87.5％ 92.8％ 97.6％ 99.5％ 

MCS-NUST 82.2％ 91.8％ 96.6％ 99.5％ 

The proposed 96.2％ 97.1％ 98.6％ 98.6％ 

TABLE 8 : Hard evaluation using ICDAR database of cropped
images.

Methods TOP-2 TOP-5 TOP-7 

ECNU 39.4％ 2.9％ 0.0％ 

QUQA-a 52.4％ 15.9％ 3.4％ 

QUQA-b 47.6％ 22.6％ 6.3％ 

TSINGHUA 79.8％ 48.6％ 12.5％ 

GWU 51.4％ 20.2％ 6.3％ 

CS-UMD 51.9％ 22.1％ 3.4％ 

TEBESSA 76.0％ 34.1％ 14.4％ 

MCS-NUST 71.6％ 35.6％ 11.1％ 

The proposed 83.7％ 51.0％ 18.3％ 

Though the performance of the proposed method in
original scenario is slightly below the highest, its per-
formance in cropped scenario exceeds the existing
methods.
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CONCLUSION

In this paper, a method based on LFDF is pro-
posed. LFDF is extracted from the sliding windows by
counting the edge point distribution within the fragments.
In order to reduce the impact of the stroke weight, only
the fragments connecting the centers of sliding windows
are counted and others are ignored. The counting pro-
cedure is an easily implementation, which is mainly con-
sisted of the repeat additions. Our feature is more pow-
erful than the existing local structure features by count-
ing more related pairs near the center of sliding win-
dows. At last, the weighted Manhattan distance effec-
tively measures the similarities of the LFDFs. The ex-
periments on the ICDAR database show our method
gets the state-of-art performance, especially using the
cropped images. It means that the proposed method
can abstract stable features and suit for writer identifi-
cation in the conditions of fewer characters.
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