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ABSTRACT KEYWORDS
Inthis paper, an efficient method for text-independent writer identification Writer identification;
using Local Fragment Distribution Feature (LFDF) is proposed. Local Stroke feature;
fragments, which are parts of the contour in sliding windows, contain the Local fragment distribution
information of strokes. Our method uses the distributions of to create feature;

L FDF vector for each specific manuscript. | n order to reduce theimpact of Weighted manhattan distance.
stroke weight, the fragments which do not directly connect the center
point of the sliding window are ignored. Then, the distributions of local
fragments are counted and normalized into LFDF. At last, weighted
Manhattan distance is used as similarity measurement. The proposed
method offersstate-of-art performance on ICDAR 2011 writer identification

database with multi-languages and the experiments demonstrated that

this method is suitable for text-independent writer identification.

© 2013 Trade Sciencelnc. - INDIA

INTRODUCTION

Writer identificationisabehaviora biometric based
onwriting styles. It can provide animportant cluefor
authentication andiswiddy usedin security fiel ds. Writer
identification methods can be divided into two mgjor
categories: text-dependent and text-independent™.
Text-dependent methods requirethe samefixed char-
acterswithtraining handwritings, such assignatureveri-
fication. Intext-independent methods, any handwriting
documentswithdifferent text will beuseful. Thesemeth-
ods don’t concentrate on a whole character but on
writing stylefeatures, such astexture, direction. Sothe
text-independent methods have widely used in many
goplicaions.

In recent years, varies of methods have been pro-
posed for text-independent writer identification. Bulacu
et al.l? proposed aserial featureswith direction, angle
for writer identification. Li et d. proposed amicro-struc-
ture feature®, and improved itl. Their methods ob-
tained good performance on Chinese character identi-
fication. Ghiasi et al.l® coded local structuresinto a
length-angleform and used them to describethedirec-
tion of handwriting. Fiel et al.[® used SIFT featuresto
avoid the negative effects of binarization. Wen et a.[)
found features by counting the coding of local struc-
ture.

Learning fromtheideaof local structuredistribu-
tionfeatures, amethod baseon Loca Fragment Distri-
bution Feature (LFDF) isproposedinthispaper. LFDF
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showsthewriting style by counting the distribution of
strokein sliding windows. In order to reducetheim-
pactsof strokeweights, thisfeature only countstheedge
pointsdirectly connecting the center pointindidingwin-
dows. At last, thewel ghted M anhattan distanceisused
to measurethesimilarity between two LFDFs. Theex-
periments show that the proposed method gets satis-
factory performance on ICDAR 2011 writer identifi-
cation database®.

FEATUREABSTRACTIONAND
SIMILARITY MEASUREMENT

Thedistribution of strokefeatureisahidden fea-
ture of handwriting. Itisawriting styleand can reflect
thetrend of stroke. The proposed method containstwo
main parts: feature abstraction and similarity measure-
ment. Thefeature abstraction procedure countstheedge
pointsin diding windowsand normalized the distribu-
tioninto LFDF. Thedegreeof smilarity isidentified by
the weighted Manhattan distance. LFDF is not ab-
stracted directly from the original image but fromits
edgefor moreva uableinformation and lessredundant
information. It isareasonable method because hand-
writings can berecovered from edges of stroke. In ex-
periments, Sobel detector isused. Figure 1 showsan
exampleof contour detection. (@) istheorigina image,
(b) isthedetection result of (a) by Sobel detector.
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(a) Original image
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(b) The edge of (a)
Figurel: Edgedetection.

TheL FDF extraction

Everyonehashisspecia writing stylesand most of
them can be extracted from stroke edges, such as di-
rections, length and angles. Thesefeatureshave been
successfully used for writer identificationin previouslit-

erature. LFDF isalso afeature of stroke edgewhich
canreflect theabovefeatures. Itisabstracted fromlo-
cd fragmentswhich are partsof contour indidingwin-
dows. Flow chart of feature abstraction isshownin
Figure 2, whichincludes edge detection, |oop counting
and normalization. Loop countingisthemain step, which
containslocal fragment extraction, distribution count-

ing.
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Figure2: Flowchart of L FDF extraction.
Fragment extraction

Therectanglein Figure 3isadiding window, whose
center isan edge point marked with“+”. Thesizeof the
windowis(2r + 1) x (2r + 1), wherer isthedistance
between the center and the rectangl e border. Fragments
are contour indidingwindows. Asshow in Figure 3,
thereare severd fragmentsin theoriginal window. In
order to reducetheinfluence of strokeweight, thefrag-
ments not connecting the center point areignoredinthe

BioTechnology —

Hn Tudian Jounual



BTAIJ, 8(6) 2013

Ding Hong et al.

857

following steps. Figure 3 showstheloca fragment ex-
traction process. Therearethreefragmentsin thewin-
dow and only the one connecting center pointisusedin
next step.

-4 &

Figure3: Fragment extraction in adiding window.

Thedigtribution of obtained fragmentswasdescribed
inliteraturd, Itsmain contributionisreducingthein-
fluenceof strokeweight. Inthe conditionsof any writ-
ingingrumentsallowed, awriter will givehandwritings
with different weights. So, different strokeweightshave
negativeinfluencefor writer identification.

L FDF extr action

Theprobability distributionsof local structuresin
sliding windows are used in literature®4"19, These
strokedi stributionscan reved thehidden feature of the
strokesand are counted in dliding windowswhich go
through theimage with edge pointsastheir centers.

Theexisting local features only used asubset of
related Sitepairs. A reasonable extension of theseideas
isthat considering more pairsmay gain amore power-
ful feature. A 7 x 7 didingwindow isshownin Figure
4. The subscript of every siteisitsgroup number. The
proposed feature uses two kinds of edge point pairs.
Thefirst kind pairsare near the center. For every pair,
itsfirst group number isno lessthan its second number.
Thedtesnear center havehigh probability values. Even
alittledeviation of themwill causeanegativeinfluence.
So, morepairsof thiskind are counted for greater ac-
curacy. The second kind pairsarefar from the center
and thefirst group number equal sthe second number.
Thiskind islessimportant and countingal pairswill
causealot of repeating computation.

So, LFDF can beextracted by thefollowing steps:
1) Edgedetection. It isanimportant preprocessing.

Inour experiments, Sobel detector isused.

2) Locd fragment extraction. Thisstepisshowninthe
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Figure4: Group numbersinadidingwindow.

previous section.

3) Countingthenumber of (1,1, .J,,.2), where 1 and .
arerelated pairsinasgliding window, 11 and 1m2
aretheir group number, m1 < mawhenmi1 < m;
or ;1 = m2whenmi > m,, wherem, isthe pa-
rameter.

4) Gothrough dl edge pointsand repeat step (2) and
(3).

5) Normdization. Differentimageshavedifferent num-
bersof edge point. So, thedistributionisnormal-
izedwith>~; N(/,.),wherer,, isthesteand N ()
isthenumber. Then, the probability density of cod-
ingis

N1, Jin2)
PUm1; Jm2) = S, NIm) (1)

where N (1,1, J,.2) isthenumber of pair .

Theobtained LFDFisshowninFigure5. Thesize
of examplewindow is7 x 7, m; = 2, the feature of
every stecontainstheprobability densitiesof thepairs
between the current siteand other sites.

Themain part of feature extraction isrepeat count-
ing, whichiseasy toredlize. Asthesizeof didingwin-
dow increases, thefeaturedimensionrapidly increases.
But most sitesfar from center are nearly uselessfor
their closeto zero values. So, the size of didingwin-
dowislimitedinasmall range.

Similarity measurement

The proposed method directly computesthedis-
tance between twofeatures. Severd distance measure-
ments and their weighted measurements have been
tested in our experiments. Among these methods, the
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Figure5: An exampleof LFDF.
wel ghted M anhattan distance has obtai ned the best per-
formance, whosedefinitionis
p=y |LEDIFy; — LEDFy,|

p 2

where o; isstandard deviation of theith component of
LFDFs, .FDFy; and . F D F»; aretheith components
of two LFDF, respectively.

Thesimilarity ismeasured by the nearest neighbor
rule. Thesmaller valuethe LFDFis, themoresimilar
two handwritingsare.

EXPERIMENT

The proposed method has been gpplied on ICDAR
2011 writer identification database. ICDAR 2011 writer
identification contest isthefirst contest inthefield of
writer identification. Itsbenchmarking dataset was cre-
ated with the help of 26 writers that were asked to
copy elght pagesthat containtext in several languages
(English, French, German and Greek). They applied
two different evaluation scenarios. Inthefirst scenario,
thewholeimagesof the dataset were used. In the sec-
ond scenario, theimageswere cropped and only two
text lineswere preserved. Thesetwo evaluation sce-
nariosal so gpplied in our experiments. Figure 6 shows
two examples of thesetwo scenarios. A cropped im-
agehasfewer charactersthan an origina image, which
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(@) An example of original image.
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(b) An example of cropped image.

Figure 6. Examples of ICDAR2011 writer identification

datast.

increasesthe difficulty of feature abstraction.

We cdl culated the LFDF of eachimageand evalu-
ated thesmilarity by the weighted Manhattan distance.
In our experiments, m, = 3 andthreekindsof diding
window sizesareused: 11 x 11,13 x 13and15 x 15.

Two different measurements soft TOP-N and
hard TOP-N criterion are used to evaluate the per-
formance of the proposed method. Every document
image of the database is cal cul ated the distance to
all other document images using theweighted Man-
hattan distance. Theresultsare sorted from the most
similar to the less similar image. The soft TOP-N
criterion istheaccuracy of at |east one of the same
writer isincluded in the N most similar document
images. Whilethe hard TOP-N criterionisthe accu-
racy of all the N most similar document imagesare
written by the same writer. It isamorestrict crite-
rion and difficult to get ahigh accuracy. In our ex-
periments, thevaluesof N used for the soft criterion
arel, 2,5 and 10 and the values of N used for the
hard criterionare2,5and 7.

TABLE 1-4 show the performance of the pro-
posed method. The performancedightly changeswhen
different diding window sizesare used. It showsthe
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TABLE 1 : Performance on original images (using soft TABLE 2 : Performance on original images (using hard

evaluation). evaluation).
Window sizes TOP-1 TOP-2 TOP-5 TOP-10 Window sizes TOP-2 TOP-5 TOP-7
11 x 11 98.1% 98.6% 99.0%  99.0% 1111 92.8% 78.8% 42.8%
13 x 13 98.1% 98.6% 99.0%  99.0% 13 x 13 93.3% 80.8% 49.0%
15 x 15 98.6% 98.6% 99.0%  99.0% 15 %15 93.3% 82.2% 45.7%
TABLE 3 : Performance on cropped images (using soft TABLE 4: Performance on cropped images (using hard
evaluation). evaluation)
Window sizes TOP-1 TOP-2 TOP-5 TOP-10 Window sizes TOP-2 TOP-5 TOP-7
11 x 11 93.8% 98.6% 98.6%  98.6% 1111 82.2% 50.5% 19.2%
13 x 13 96.2% 97.1% 98.6%  98.6% 13 %13 83.7% 51.0% 18.3%
15 % 15 938% 96.6% 98.1%  98.6% 15 x 15 86.1% 52.3% 18.8%
TABLE5: Soft evaluation usng| CDAR databaseof original TABLE 6: Hard evaluation usng | CDAR databaseof original
images. images.

Methods TOP-1 TOP-2 TOP-5 TOP-10 Methods TOP-2 TOP-5 TOP-7
ECNU 84.6%  86.5% 88.0% 88.9% ECNU 51.0% 2.9% 0.0%
QUQA-a 90.9%  94.2%  98.1%  99.0% QUQA-a 76.4% 42.3% 20.2%
QUQA-b 98.1%  986%  995%  100.0% QUQA-b 92.3% 77.4% 41.4%
TSINGHUA  99.5%  99.5%  100.0% 100.0% TSINGHUA 95.2% 84.1% 41.4%
GWU 93.8% 962%  981%  99.0% GWU 80.3% 44.2% 20.2%
CS- UMD 995% 995%  995%  99.5% CS- UMD 91.8% 77.9% 22.1%
TEBESSA 98.6% 100.0% 100.0%  100.0% TEBESSA 97.1% 81.3% 50.0%
MCSNUST  99.0% 995%  995%  99.5% MCS-NUST 93.3% 78.9% 38.9%
Theproposed 98.1% 986%  99.0%  99.0% The proposed 93.3% 80.8% 49.0%

TABLE 7: Soft evaluation usng| CDAR databaseof cropped TABLE 8: Hard evaluation usngl CDAR database of cropped
images. images.

M ethods TOP-1 TOP-2 TOP-5 TOP-10 Methods TOP-2 TOP-5 TOP-7
ECNU 65.9% 71.6% 81L.7% 86.5% ECNU 39.4% 2.9% 0.0%
QUQA-a 74.0% 817% 91.8%  96.2% QUQA-a 52.4% 15.9% 3.4%
QUQA-b 67.3% 79.8% 91.8%  94.7% QUQA-b 47.6% 22.6% 6.3%
TSINGHUA 90.9% 93.8%  98.6% 99.5% TSINGHUA 79.8% 48.6% 12.5%
GWU 74.0% 817% 91.4%  95.2% GWU 51.4% 20.2% 6.3%
CS-UMD 66.8% 755% 83.7% 89.9% CS-UMD 51.9% 22.1% 3.4%
TEBESSA 875% 928% 97.6%  99.5% TEBESSA 76.0% 34.1% 14.4%
MCS-NUST 822% 91.8% 96.6%  99.5% MCS-NUST 71.6% 35.6% 11.1%
Theproposed 96.2% 97.1% 98.6%  98.6% The proposed 83.7% 51.0% 18.3%

good stability of our method. TABLE 5-8 show the  Though the performance of the proposed method in
comparisons of the proposed method with other meth-  original scenarioisdightly below thehighest, its per-
ods mentioned in ICDAR 2011. Theresultscorre- formancein cropped scenario exceedsthe existing

sponding to the highest accuracy aremarked inbold.  methods.
s BioTechnology
An Tudian Yourual
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CONCLUSION

In this paper, a method based on LFDF is pro-
posed. LFDFisextracted from thediding windowsby
countingtheedge point ditribution withinthefragments.
In order to reducetheimpact of thestrokeweight, only
thefragmentsconnecting the centersof didingwindows
are counted and othersareignored. The counting pro-
cedureisan eadly implementation, whichismainly con-
sisted of therepeat additions. Our featureismore pow-
erful thantheexistinglocd structurefeaturesby count-
ing morerelated pairs near the center of sliding win-
dows. At last, theweighted M anhattan distance effec-
tively measuresthe similarities of theLFDFs. Theex-
periments onthe | CDAR database show our method
getsthe state-of -art performance, especially usingthe
cropped images. It meansthat the proposed method
can abstract stablefeaturesand suit for writer identifi-
cationintheconditions of fewer characters.
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