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ABSTRACT

Combining amultiplier penalty function method of dealing with constraints
using the quantum particle swarm optimization (QPSO) algorithm, ahybrid
QPSO algorithm is proposed for solving nonlinear complementary
problems. This method utilizes the advantages of the QPSO and the
multiplier penalty function method. The non-feasible particles produced
intheiterative processare dealt with using the multiplier penalty function
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method to produce feasible particles. Numerical experiments show that

the proposed algorithm is effective.
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INTRODUCTION

A classicnonlinear complementary problem (NCP)
seeksavector

X = (X, Xy,...,% ) e R"Y
subject to

X 20, F(x)20, xF(X)=0i=12,...,n (D

where F,(x) : R” — R isacontinuoudy differentiable

function. NCP hasawiderangeof applicationsin phys-
ics, mechanics, and engineering. Therefore, the study
of NCP numerical solution hasdrawn considerableat-
tention®. Many a gorithmsare used for solving NCP,
such as the interior point method, the non-smooth
method, and the projector-likealgorithm. Theinterior
point method is used for monotone complementary
problemswith polynomia complexity bounds. The

computationtimeof thisagorithmisthepolynomid func-
tion of thesizein theworst case. However, the com-
puter has difficulty cal cul ating with such amethod be-
causetheinitial pointishardtofind. Thenon-smooth
Newton method transformsacomplementary problem
through theNCPfunctioninto thesol ution of equations.
Threeconditions, including equditiesand inequalities,
weretransformed as equations. However, the degen-
erate solutionin the Jacobi matrix of equationsbased
onthedifferentiable NCP functionissingular®, thus,
the Newton method does not possess | ocal fast con-
vergence. The projector-likealgorithm hasasimple
format, small storage capacity, and easy computer
implementation, which doesnot involvethesolution of
linear equations. However, given the short computation
of each step, the shortcoming of thealgorithmisthat it
existsinat most only linear convergence, theNCP can
only find oneof many solutiong?. Ingenerd, theseal-
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gorithmsneed to cdculatethegradient and togiven an
initid point. Traditiona optimization a gorithms cannot
find moreoptima solutionsif thesolutionisnot unique.

In recent years, some random methods, such as
thegenetic, socia cognitive optimization, and particle
swarm optimization (PSO) a gorithms, have been suc-
cessfully applied to constrained optimization prob-
lemd>7. The PSO a gorithm was proposedin 1995 by
Kennedy and Eberhart!®. Thissimpleand fast-converg-
ing method does not requireacontinuousobjectivefunc-
tionand aninitid point and gradient information. How-
ever, awidespread concern of domestic and foreign
scholarsover the PSO agorithmisthat itiseasy tofal
intoaloca optima solutioninthelatesearch. Sunet a
proposed animproved agorithm, the quantum particle
swarmoptimization (QPSO) d gorithm®, whichisbased
onaquantum perspective. Thismethod iseffectivein
improving thegloba search ability of al feasible solu-
tions.

This paper transforms Problem (1) into the con-

gtrained optimization Problem (2):
min f (x)
st g(x)<0,i=12,...,n 2

where (9 = Y. % F, (9

and g;(x) =[-x;,—F, (x)]T <0.

Theexternal point method isused to dedl withthe
constraint conditions, and the QPSO dgorithmiscom-
bined withthe multiplier penalty functionmethod. Itis
not i nthe objective function addition penalty term, but
for theinfeasibleoptimal particle, themultiplier pendty
function method can ded withit. It can effectively over-
comethemultiplier pendty function method, which can
search only for alocal optimal solution. Accordingto
numerica experiments, thenew algorithm hasvaidity,
versatility, and stability, and providesanew way of solv-
ing complementary problems. Inthis paper, thehybrid
QPSO dgorithm hasthefollowing advantages. First, it
can avoid somedifficultiesintheinitial point because
QPSOinitia particlesarerandomly generated and the
agorithm doesnot requiretheinitia point to bethe cer-
taininterior point. Second, it doesnot require the solu-
tions of Newton equations, involvessmall amounts of
cdculation, and avoidsnumerica difficultiescaused by

the degenerate solution. Lastly, the hybrid QPSO ob-
jectivefunction doesnot requireacontinuousor differ-
entiablefunction and fast convergence. Meanwhile, it
can search for more solutions, that is, if the objective
function optimal solutionisunique.

PROCESSING TECHNOLOGY FOR
PARTICLESOFVIOLATE
CONSTRAINT CONDITIONS

®(X)=ima><{0,gi(><)}, where @(x) is

i=1
®(x)the sum of al particle constraint violations.
®(x)> 0 and d(x) =0 if andonlyif xbelongstothe

feasible region. If ®(x)> ¢ (& for accuracy), the
solution X’ is the infeasible solution. Then, X’ is the ini-
tia pointinthe QPSO agorithm. The multiple method
isused to deal withit, theaccuracy of ¢ issatisfiedto
replace x’, and the search for the optimal solution is
continued.

Themultiplier pendty function methodisoneof the
most representative al gorithmsfor solving optimization
problems. For the objective function and constraint
condition, therequirementsarevery low.

Thegtepsof themultiplier pendty function method
under theinequality congtraint areasfollows:

Sep 1:

Initial dataaresaected, givenaninitial point x®
Glistheinitid pendty factor, A, istheinitid multiplier,
and ¢ isthepermissibleerror. Let k =1.

Sep 2:

x¥ isconsidered theinitia point, solving uncon-
strained optimization problemsasfollows:
minL (X, oy, 4)

Lk A) =33 04" s [

<¢g

0

x(&)) isobtained if Hg(_) (><(k+l))
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Sep 3.

If Hg(—) (X(k+1)) 2 S%Hg(_) (X(k))

thenstep 4isperformed; if o, ,, =100, , Step 2isre-
peated.
Sep 4.

Through

2

l(kﬂ) _ maX(O, ﬂﬂ(k) +0,0 (X(k)))) i(kﬁ—l). is calcu-

lated. Let k:=k+1, Step 2 is repeated.

g7 (x)=(gl (%) 0 (%)) ,

g (x)=min(0,g,(x)) i =1,2,...,n_

HYBRID QUANTUM-BEHAVED
PARTICLE SWARM ALGORITHM
OF NCPS

QPSO Algorithm:

A previousstudy® on quantum mechanicsproposed
the QPSO agorithm based on astandard PSO. In PSO,
particlesmeet different states of aggregation and can
searchthegloba optimization solutionintheentirefea
sibleregion. Each particlein the particle swarm must
converge to its random point

P,R=(R,R, P ) D istheparticedimension.

The particle swarm moves according to Formulae (3)
to (6).

X, =P+ax| mbest— X [xIn{u™),u=rand1() (3)

R =¢- pbes| +(1-¢) x gbes{p = randX) Q)
a =0.5+0.5x (iter, , —t)/iter ©)

mbest = M *1%‘ pbest,
i=1

BN N ©)
=(M ™Y pbest, ,---,M )" pbest; )
i=1 i=1
where X, isthenumber i particle’s position in the it-
eration,

pbest; istheself-loca optimization of the number

BioTechnologqy — o

i, gbestisthegloba optimal solution; mbest istheop-
timization center of particlei, rand1(),rand2() are

[0,1] random numbers, ¢ isthecontraction expansion
coefficient, tistheparticle’s current iteration genera-

tion, \q ispopulationsize, and iter, ., isthemaximum
iteration generation.
Hybrid algorithm:

The basic process of the hybrid QPSO algorithm
for solving NCPsbased on themultiplier pendty func-
tionmethodisasfollows:

Sep 1:

Thecurrent iteration generationisset, t =1. To
determinethesizeof the population , thedimension of
the search space, generatetheinitial position and ve-
locity of every particleintheentire search space. If a
particle doesnot satisfy the constraint conditions, then
weregard astheinitia point and operate inthemuilti-
plier penalty function method. isobtainedinstead of ,
andthefitnessvalueof iscaculated.

Sep 2:

The current positionisreplaced by the best posi-
tion of thenumberi. issettotheoptima pogtioninthe
population.

Sep 3:

Thefollowing proceduresare performed for dl the
particlesintheswarm.

3.1 Accordingto Formulae (3) to (6), the position of
each particleisupdated, and anew kind of par-
ticlegroupisgenerated.

If aparticle x (t) doesnot satisfy the constraint
conditions, then isregarded astheinitial point

3.2

(x (t))" isobtained throughthemultiplier penaty
function method to replace x (t) .
3.3 Ifthecurrent particle’s x (t) fitnessisbetter than
that of X (t), thenthefitnessof replacesthat of
pbest; .

3.4 Ifthecurrentparticle’s x (t) fitnessisbetter than

the gbest fitnessvalue, then the fithess of re-
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places x (t) that of .
Sep 4

let t=t+1, thestep 3isperformed again until an
expected fitnessva ueor maximumiteration generation
isreached.

NUMERICAL RESULTS

A classical nonlinear complementation experi-
ment2% was sel ected to test the ability of the proposed
agorithm:

3% + 2% X, +2%¢ + X, + 3%, — 6
2%, + %5 +10x, + 2%, — 2
3%, + X X, +2%C + 2%, + 9%, — 9
X% +3% +2%,+3X, -3

F(x)=

Theexampleoften used in many nonlinear comple-
mentary problemsand variationinequdity problemsin
articleswas applied. The parametersof the proposed
agorithmwereset asfollows:

M :100’ D = 4 ’ iter.max = 4000’ /1(1) = 0 ’
o, =4,and ¢ = 10°°. Theprogram wasprogrammed
by MATLAB 6.0and wasrunon anordinary PC (CPU,

2.00 GHz; memory, 512 MB). Theagorithmwasrun
50times. TABLE 1 showstheresultsof 10 runs.

TABLE 1: Hybrid Quantum Particle Swarm algorithm
results of 10 runs

X % % %
1 1230784 0.001412 0.016422  0.508871
2 1221801 0.000323 0.009425  0.500256
3 1002321 0.001219 3.003415 0.008746
4 1005031 0.000421  3.023378 0.001241
5 1222452 0.002547 0.001203  0.500521
6 1223784 0.000316 0.000473  0.504833
7 1223323 0.000343 0.000231  0.508702
8 1.000213 0.000210 3.009847  0.000120
9 1228945 0.003504 0.032342  0.500098
10 1.233375 0.000531  0.039359  0.504490

Some previous studies?¥ used traditional algo-
rithms, the gradient should be calculated, theinitial
point should begiven, and acontinuousobjectivefunc-
tion should be provided. By contrast, the algorithm
proposed in this paper istheswarm intelligence opti-

————, FyurL PAPER

mization dgorithm, which doesnot givetheinitia point
and doesnot require cal culation of thegradient nor a
smooth objectivefunction. Furthermore, thisalgorithm
can obtain all the standard solutionsof the objective
function at thesametime (TABLE 1), compared with
traditional agorithms, which cannot obtain al the so-
|utionsof theorigina problem simultaneoudy. The so-

)
lution (J— %,0,0,%j was obtained seven times,

whereasthesolution (1,0,3, O)T was obtained three
times.
CONCLUSIONS

In this paper, the hybrid QPSO was proposed to
solve NCPsbased on the multiplier penaty function
method. The proposed method mainly usesthemuilti-
plier penalty functionto ded withinfeasibleparticlea-
gorithmsiniteration. Themultiplier penalty function
method wasintroduced to ded with the constraint con-
ditionsand to reduce the compl exity of thefitnessfunc-
tion and the computation time. The proposed algorithm
isanew way of solving NCPsand linear complemen-
tary problems. It al so expands the application of the
svarminteligenceoptimizationadgorithmtomorefidds.
Accordingtothenumerica experiments, thenew ago-
rithmiseffectivefor NCPs, with ahigher calculation
accuracy and successrate.

ACKNOWLEDGEMENTS

Thiswork was supported by the Natural Science
Foundetion of Inner MongoliaAutonomousRegionNo.
2013M S0119 and the Scientific Research Project of
theHigher Educetion Ingtitutionsof Inner MongoliaAu-
tonomous Region No. NJZY 12070.

REFERENCES

[1] FFacchinei,J.S.Pang; Finite-dimensional variational
inequalities and complementary problems. Spring-
Verlag, New York, (2003).

[2] M.C.Ferris, C.Kanzow; Complementary and related
problems: A survey. In: P.M.Pardalos,
M.G.C.Resende, (Eds.); Handbook of Applied Op-
timization, Oxford University Press, New York,

s LBioTechnology

An Tudian Yourual



942

Hybrid quantum-behaved particle swarm algorithm

BTAIJ, 8(7) 2013

FULL PAPER o

[3]

[4]

[5]

[6]

BioTechnologqy —

(2002).

J.Y.Han, N.H.Xiu, Y.F.Qi,. Nonlinear complemen-
tary theory and a gorithms. Shanghai Science and
Technology Press, Shanghai, In Chinese, (2006).
P.T.Harker, J.S.Pang,. Finitedimensiona variational
inequalities and nonlinear complementarity prob-
lems: a survey of theory, agorithms and applica-
tions. Math. Program., 48, 161-220 (1990).
Q.He, L.Wang; An effective co-evolutionary par-
ticle swarm optimization for constrained engineer-
ing design problems. Eng.Appl.Artif. Intel., 20: 89-
99 (2007).

J.Kennedy, R.Eberhart; Particle swarm optimiza-
tion, |IEEE International Conference on Neural
Networks, Peth, Australia, 1942-1948 (1995).

[7]

8]

[9]

T.PRunarsson, X.Yao; Stochastic ranking for con-
strained evol utionary optimization. IEEE T. Evolut.
Comput., 4, 284-294 (2000).

J.Sun, F.B.Xu, W.B.Xu; Particle swarm optimiza-
tion with parti cles having quantum behavior. Proc.
Congress on Evolutionary Computation, 325-331
(2004).

S.JWright; Aninfeasible-interior-point algorithmfor
linear complementary problems. Math. Program.,
67, 29-51 (1994).

Hn Tudian Jounual



