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ABSTRACT 
 
To address the local occlusion and pose variation in face detection, face can be looked on
as a whole composed of several parts from up to down. First, the face is divided into a
number of local regions from which various features are extracted. Each region is
identified by a local classifier and is assigned a preliminary part label. A random field is
established based on these labels and multiple dependencies between different parts are
modeled in a CRF framework. The probability that the test image may be a face is
calculated by a trained CRF model. The probability is used as a measure to test the
existence of a face. The experiments were carried out on the CMU/MIT dataset. As
indicated by the experiment results, the following methods can improve the detection rate
and enhance the robustness of face detection in case of occlusion: 1) integrating multiple
features and multiple dependencies in CRF framework; 2) dividing the face optimally. 
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INTRODUCTION 
 

 Face detection is an important research topic in the field of computer vision, which aims to determine existence of a 
face in a static image and to acquire the face’s accurate location and scope. The article[1-3] is the review of related literature. 
Scale and translation invariance are acquired by sliding a window over an input image at different resolutions. The research 
on face detection involves two issues: effective search strategy and robust classifier for face and non-face. The former affects 
the detection speed and the latter determines the detection accuracy which is the key issue discussed in this paper. 
 Face detection methods can be classified into two types. The first one is based on the idea that a face is an 
indivisible whole entity[4-5]. The second is part-based[6-11], which can adapt to changes in posture and partial occlusion as 
compared with the former. Part-based methods mainly solve two problems: 1) extracting features from parts and establishing 
the mapping relationship between local features and face parts; 2) modeling dependencies among face parts. 
 The mosaic image method presented by Yang et al.[7] divided the original image evenly into rectangular cells and 
established gray distribution in face. The test image was filtered from a low resolution to a high resolution according to the 
distribution. The detection rate is not high for only a kind of gray feature is used in this method. 
 F.S.Samaria and Nefian et al. presented HMM-based face detection[8-10] and consider a face as composed of five 
parts: hair, forehead, eyes, nose, mouth. They divided the face into a series of rectangle-blocks. In[8], the gray features were 
extracted from the block, in[9] the DCT coefficients and in[10] the KLT coefficients. Above all, only one kind of feature was 
extracted. The mapping relationship between rectangle-blocks and face parts was acquired by multi-Gauss model. Due to 
diversity of faces, it is difficult to determine the number of Gaussian kernel. In addition, the dependencies between parts were 
modeled by an one-step transition probability matrix for the Markov assumption. However, this assumption is too strict for 
face detection. For only such a kind of dependency was modeled, local error can be transmitted to other regions. 
 Besides, different parts and dependencies have different effects on face detection. The detection method presented 
by Epshtein and Ullman[11] assigned different weights to different parts according to the maximum mutual information. 
However, each part’s matching is very complex for it’s almost a detection problem. 
 Above all, many researchers have tried to divide the face into a series of parts, which plays an important role in face 
detection. Based on this idea, we try to improve the accuracy and robustness in three ways: 1) extracting various features 
from each part and integrating them; 2) integrating multiple dependencies between different parts; 3) different features, 
different parts and different dependencies are assigned different weights by training. 
 These ideas are implemented in a CRF[12] framework. The CRF presented by Lafferty et al. is a statistical model for 
labeling and segmenting sequence data, and is capable of processing independent and interaction features. Recent years see 
an explosion of interest in the CRF with successful applications including text processing[13-14], bioinformatics[15-16], and 
computer vision[17-20]. In a CRF framework, different weights are acquired for different features, different parts and different 
dependencies by training. The probability whether a test image may be a face is calculated by using the trained CRF model. 
 The remaining of the paper is structured as follows. Section 2 introduces face segmentation and feature extraction 
method. The CRF framework for face detection is then discussed in detail in Section 3. Section 4 presents the experimental 
method and the results. Finally, we summarize this paper and explain the future work in section 5. 
 

DIVIDING FACE AND EXTRACTING FEATURES 
 

 As illustrated in Figure 1, a face image is divided into a sequence of blocks. Each face image of width W and height 
H is divided into overlapping blocks of height L and width W. The number of overlaps between consecutive blocks is P. 
 The number of blocks extracted from each face image is defined as the number of observation vectors T and is 
calculated by formula T=(H-L)/(L-P). 
 

 
 

Figure 1: Face image segmentation 
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 The face is considered as a whole composed of five parts (such as hair, forehead, eye, nose, mouth etc.) from top to 
bottom, and each part corresponds to a part label. Each block which belongs to a part of the face is assigned a part label. T 
blocks have T labels with mutual dependencies, which constitute a random field in a face. Multiple features are extracted 
from each block and different types of features have different weights. 
 

CRF-BASED FACE DETECTION 
 

CRF framework 
 The CRF model is defined as a graphical model used to calculate the probability of a possible class label sequence 
for a given observation sequence. CRFs use a single exponential distribution to model all labels of the given observations[12]. 
In our application each class label corresponds to a part in a face and observations correspond to feature vectors extracted 
from all blocks. 
 Using the Hammersley Clifford theorem[21] and assuming only up to pairwise clique potentials to be nonzero, the 
joint distribution over the labels y given the observations x can be denoted as: 
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 Where λ  and μ are CRF model parameters, which are a trade-off in the weights of each feature function f and g . 
 The function g can be interpreted as a measure of the compatibility between an observation x and class label y, g
(x, y) is implemented using a local discriminative model that outputs the association of the observation x with class label y. 
Libsvm[29] is used extensively in statistics to model the class posteriors given the observations and outputs N (N is the 
number of part label) probabilities that x may be the label yi (i=1,2,…N). In a block, different features such as Discrete 
Cosine Transform (DCT) and local binary pattern (LBP)[22,30], are extracted. Accordingly, different libsvm models are trained 
for every feature respectively. Thus, g k(x, y) corresponds to the k th feature. Different kinds of feature have different 

importance on the result and kμ  denote the weight of the k th kind of feature. 
 Different scales denoted by w means different intervals and dependencies. In practice, two-scale dependencies are 
involved: w1=1 and w2=T/5. Two matrixes P1 and P2 are used to express the corresponding part transition. 
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 P1 and P2 are determined by the face segmentation method. For w=1 means the adjacent blocks, the label may 
transit to a next part with a low probability and remain invariable with a high probability; and when w=T/5, the label may 
transit to a next part with a high probability. 

 Function f  measures the compatibility between two labels. Different types of dependencies have different 

significance on the result. f k(x, y) denotes the compatibility between two labels in the k th type of dependency. kλ  

denotes the weights of the k th type of dependency. 
 
Parameter estimation 

 Once the function f k and g k are given, the parameter estimation aims to determine the parameter θ
,...),,...;,( 2121 μμλλ=  from the training dataset D={(x(i), y(i)), i=1, 2, …N}. The conditional model is trained 

discriminatively based on the Conditional Maximum Likelihood (CML) criterion, which maximizes the log conditional 
likelihood. 
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 Gradient ascent algorithm is applied to calculate the *θ . Calling ts the unnormalized Ps(Y|X), θs is the 

parameters in component Ps. To calculate the gradient sdθ  ofθs, the following learning rule is used: 
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 Where P0(Y|X) is the experiential distribution defined by D, and Pθ(Y|X) is the model distribution. However, 
calculating expectations under the model distribution is difficult because of the normalization factor Z. According to the 
structure between nodes, belief propagation[23] is applied to calculate the gradient. 
 
Inference 
 Inference aims to find the optimal class label configuration y given an image and gets a probability P(y|x). BP is an 
inference method proposed by Pearl[24] to efficiently estimate Bayesian beliefs in the network by the way of iteratively 
passing messages between the adjacent nodes. In our framework, the graph structure used to Infer is a network with loops. 
Therefore, loopy belief propagation (LBP)[24] is used to obtain an approximate inference. mij is supposed to be the message 
sent to node j from node i. There are two variations of the BP algorithm: sum-product and max-product. The former obtains 
the approximate MPM inference, while the latter does the MAP one. The max-product is selected and mij is written as: 
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 When all the confidence degrees are converged, the confidence of node i is defined as: 
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 Finally, the inference result is obtained by searching the label which maximizes the confidence b (yi). Thus, an 
optimal part label and the corresponding probability are obtained. 
 
CRF for face detection 
 A given image can be applied to the trained CRF model to calculate the probability corresponding to an optimal 
label. However, it’s not our ultimate goal. To determine whether an image is a face or not, a threshold needs to be 
determined. When the probability is higher than the threshold, the given image is a face; otherwise, it’s not. The results of the 
face detection are sensitive to the threshold. The threshold that gives optimal results is called the optimal threshold, which is 
obtained by training. 
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 The detector only detects a face at a given location and a given scale. To detect the face at any position within an 
image, the detectors are performed for all possible positions at a given scale. To detect the object at any size, the input image 
is iteratively resized and the detector is performed to every resized image. The ratio between two consecutive scale levels is a 
constant selected empirically and equals 1.2. There exist many probabilities which are higher than the threshold over 
neighboring locations and several scales. Collisions over scales are removed by selecting one with the highest probability. 
 

EXPERIMENTS AND RESULTS 
 
Experimental data and evaluation criteria 
 The frontal face was collected from the classical face database such as XM2VTS[25], BioID[26] and FERET[27]. 9000 
face images were obtained by scaling, rotation and translation, in which 4000 images were for training and 5000 images for 
testing. In addition, the background image was collected from the internet and 100000 non-face images were obtained. All 
the images were cropped and resized to 112 x 92 pixel size. By training with face images and non-face images, an optimal 
threshold differentiating the face and non-face was obtained. In order to reduce the false detection rate, some face-like false 
positives were selected designedly such as that illustrated in Figure 2. 
 

 
 

Figure 2: Face-like false positive 
 
 The detection method was evaluated in terms of the detection rate and false detection rate. Detection rate denotes the 
rate of the correctly detected face to all the faces. The false detection rate denotes the rate of the incorrectly detected non-face 
to all the faces. 
 
Impact of Face segmentation method on Face Detection 
 An investigation has been made on the influence of the following factors on the detection performance: height of 
block (L), amount of overlap (p) and number of State (N). Experimental results are illustrated in TABLE 1. 
 

TABLE 1: Impact of face division on face detection 
 

L P N Det.rate (%) False positive (%) 

8 6 
5 93.1 15 
6 87.0 14 

12 10 
5 92.0 10 
6 89.1 9 

16 11 
5 85.3 10 
6 82.1 9 

20 14 
5 82.4 9 
6 80.5 8 

 
 The results in TABLE 1 show that when L is smaller, the false detection rate and the detection rate are higher. 
Therefore, we should strick a balance between the two criterions. By analyzing the results, relatively good results can be 
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obtained when L= 12, P=10, N= 5, which is regarded as the optimal segmentation. The trained weights of five parts are 0.08, 
0.15, 0.35, 0.30, and 0.12 from top to bottom. 
 
Experiments on different features and different dependencies 
 In case of the optimal segmentation, one or two kinds of features (e.g. DCT, LBP, DCT and LBP) were extracted 
and different dependencies were integrated to compare the detection rate (det. rate) and the false detection rate. Experimental 
results are illustrated in TABLE 2. 
 As is shown in TABLE 2, adding to a kind of feature or adding to a kind of dependency can improve the detection 
rate and reduce the false detection rate evidently. The weights of DCT features and LBP features are 0.7 and 0.3 respectively, 
while the weights of dependencies with w=T/5 and 1 are 0.9 and 0.1 respectively. 
 The low-frequency DCT coefficients mainly reflect the global structure of the block while the LBP reflects the 
texture. The experimental results indicate that the weight of DCT is greater than that of LBP. This demonstrates that the 
global structure feature plays a more important role in face detection. However, the texture feature may be crucial to face 
recognition[23]. 
 

TABLE 2: Comparison of results on different feature and dependency 
 

feature 
dependency 

W1=1 W1=1 and W2=T/5 

DCT 
Det.rate 62.1% Det.rate 70.6% 
False positibes 10% False positibes 9% 

LBP 
Det.rate 48.3% Det.rate 62.1% 
False positibes 12% False positibes 12% 

DCT+LBP 
Det.rate 80.3% Det.rate 90.1% 
False positibes 9% False positibes 6% 

 
 The weight of dependency with w=T/5 is greater than that with w=1, and the reason may be that distance of w=T/5 
means a transition from a part to another; However, the distance of w=1 only signifies that the adjacent regions are similar. 
These results may have practical significance for other part-based object detection. 
 
Experiments on occlusion 
 From the FDDB dataset[28] we selected some images containing faces with occlusion such as illustrated in Figure 3, 
some of which were correctly detected and some were not. It is discovered that the more faces with horizontal occlusion can 
be detected than those with vertical occlusion. This may be determined by face segmentation method. For the face is divided 
from top to bottom, transverse occlusion only destroys a part of rectangle blocks and vertical occlusion may destroy almost 
all rectangle blocks. 
 
Experimental results on CMU/MIT dataset 
 According to Section 4.2 and 4.3, the face detection was performed in terms of separation with L=12, P=10, 
integrating two kinds of dependencies and extracting two kinds of features: DCT and LBP in each block. 
Experiments have been carried out on the CMU/MIT testing set introduced by Rowley[31]. The first version of this testing set 
contained 23 images with a total of 155 very low resolution faces (it is referred as Dataset 1 in TABLE 3). The complete set 
contains 130 images with 507 faces (Dataset 3 in TABLE 3). However, some of these annotated faces are manually drawn 
and they are counted as false 
 Detections in some publications. To address this ambiguity, some papers only consider 123 images with 483 faces 
(Dataset 2 in TABLE 3). The three versions of the dataset are tested in this paper. Figure 4 shows some detection results on 
images of this testing set. 
 

TABLE 3: Detection results on CMU/MIT dataset 
 

Database #images # faces Det.Rate #false positives 
Dataset 1 23 155 88.2% 16 
Dataset 2 123 483 94.5% 45 
Dataset3 130 507 92.1% 49 
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Figure 3: (a) Some correctly detected faces with occlusion. (b) Some un-detected faces with occlusion 
 

 
 

Figure 4: Detection results on some images of CMU/MIT dataset 
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 CMU/MIT database is a classic face detection testing database set. Many researchers have conducted experiments 
on it. TABLE 4 lists some detection results in the state-of-the-art methods for detecting human faces in the CMU/MIT 
database. As seen from the results, the method this paper present achieve a higher detection rate and lower false detection rate 
than Rowley[29], Villa and Jones[17]. 
 

TABLE 4: The results of classic face detection method in the CMU/MIT test dataset 
 

Method D.R. N.F. 
Rowley[29] 90.5 570 
Shneiderman etc.[32] 94.4 65 
Villa and Jones etc.[33] 91.4 50 
Julien etc.[34] 91.7 50 
S. Paisitkriangkrai[35] 90.5 50 
this paper 94.5 45 

 
CONCLUSIONS AND FUTURE RESEARCH 

 
 This paper presents a face detection method based on a CRF framework. In this framework various kinds of features 
and multiple dependencies are integrated. The weights for each kind of feature, each part and each kind of dependency are 
achieved by training, for different factor have different effects on face detection. The experimental results illustrate that 
adding features, adding dependency and optimal segmentation can improve detection rate and the robustness in case of 
occlusion in face detection. This conclusion may have practical significance for object detection and recognition. 
In a future work we propose to improve the detection performance from the following aspects: 
 1. Adding to the transverse correlation and detecting faces in a 2D CRF framework. 
 2. Increasing the speed of detection by building multi-level detection and rapidly eliminating non-face region. 
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