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ABSTRACT

Network virtualization has recently emerged as a promising solution for
diversifying the future Internet architecture into separate virtual networks
(VNSs). The problem of efficiently embedding multiple independent VNs
over acommon substrate infrastructure is a challenging problem on cloud
computing platforms and large-scale future network testbeds. To solve
this problem, wetake advantage of aM ap-Reduce framework, decomposing
a VN request into meta-requests, using a link-priority algorithm and
pheromone transmission based on multi intelligent route nodes, which
have the ability to distribute meta-requests and collect meta-request
embedding resultsin the substrate, and assign VNsto the substrate physical
network in adistributed and parallel manner. A distributed and parallel VN
embedding protocol is proposed to communicate and exchange messages
among substrate nodes to achieve successful embedding. Results of
implementation and aperformance eval uation of thedistributed and parallel
VN embedding algorithm in terms of embedding time, acceptance ratio,
produced messages and revenue and cost are presented at the end of this
paper. © 2013 Trade Sciencelnc. - INDIA
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INTRODUCTION

After severa decadesof deve opment, Internet has
demonstrated its strong vitality and broad prospects.
With the devel opment of network technologies and
goplications, itisdifficult for thetraditiond architecture
of Internet to adapt to variety of network requirements
and Quality of Service. etwork virtuaization hasbe-
comeanimportant direction for thedevel opment of the
future Internet™. By sharing an underlying network,
infrastructure providers (InPs) rationally all ocate net-
work resourcesto provide heterogeneous coexistence
and mutud isolaionfor multiplesarviceproviders(SPs).

TheseVNsusudly span multiple InPs, which may sup-
port servicesfor different SPsin the same period and
offer resource sharing between InPs. Existing VN em-
bedding gpproachesmainly focus on serid managemernt,
assuming requirementsof VNE are achieved sequen-
tidly with unified management. The management cen-
tresmaintain the networksby collecting global infor-
mation and all ocating nodeand link resourcesin auni-
fied manner. All InPscannot haveunified planningand
centralized management, so it isdifficult toreachthe
god of total network virtuaization. Thereisan urgent
need toimplement aVNE pardld agorithm, by which
multiple InPscan construct VVNsin acooperative man-
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ner and share open substrate resources.

Several researches haverealized adistributed or
concurrent VN embedding dgorithm at different levels
and through different concepts”d. Among them, Houidi
et al.[® firstly proposed aVN embedding framework
based ontheuse of underlying nodesthat communicate
and exchangeinformation with each other (node-prior-
ity). Onthebasisof the structure of Houidi et al.[, it
designed a distributed VN embedding mechanism
(DAVNM) which meansthat aV N request isfirstly
decomposed into amultiple subnet sequence star ra-
diation structure, whileregularly maintaining and up-
dating the node power for sorting and finding the short-
est path treein the underlying network, and selecting
the max-capability node astheroot which isrespon-
siblefor the star subnet embedding. The method in
Houidi et al.®® can reducetheload of the embedding
management of the central nodeand redlize concurrent
VN embedding, but each underlying node must store
and periodically updateitsability for sorting and finding
the corresponding shortest path tree. Itisan offlinebuil d-
ing processthat requires prior knowledgeof aVN re-
guest, has no admission control mechanism, and the
inter-nodecommunication cogt ishighand VN building
efficiency islow, so VN requests have poor accep-
tancerates. Toimproveefficiency and achievepardl€d
embedding of multiple VN requeststhrough VN re-
quest decomposition of amulti-leve structure, amethod
involving asub-graph to perfect graph matching algo-
rithmtorealize VN embedding has been proposed”,
but the number of layers of decompositionisdifficultto
determine and the process uses centralized manage-
ment of asingle sub-graph and multiple sub-graphsto
achieve concurrent embedding. Chowdhury et d.™? pro-
posed VNE across multiple InPs by unified manage-
ment in aninter-domain and alowing each InPto en-
forceitslocal policiesat the sametime. However, VN
embedding is still sequential in Chowdhury et al.1Z;
Houidi et a.[®. Fgjjari et al.' proposed ascal able em-
bedding strategy based ontheAnt Colony metaheuristic.
Leivadeaset a.™ considered the social features of the
physical network and proposed an evaluation of the
socio-aware VNE paradigm. Di et a.[ used mixed
integer programming method to complete VNE. These
methods compl eted the perception of globa informa-
tion and resource all ocation through centralized con-

trol. In response to theseissues, this article does not
reducethe complexity of theproblem and basicadmis-
sion control mechanism; weprovideanddesignadis-
tributed and paralel building framework based on node
autonomy using MapReduce® to realize apheromone-
transmission distributed onlineVNE. Themgor contri-
butionsof this paper can be summarized asfollows:

o Weformulateaparalld distributed framework to
congtruct VNshbased on multi intdlligent routenodes
simultaneoudly. To thebest of our knowledge, this
work isthefirst to design aparallel framework to
solveVNE problems.

e Collectingloca information about neighbour re-
sources based on topol ogy potentia instead of glo-
bal information in the periods of noderanking and
embedding, which avoids excessive message ex-
changes among nodes throughout the entire net-
work.

e Toverifytheparale algorithm proposedinthis
paper, wedefinethe common serviceinterface pro-
tocolsand implement them on PlanetLab, whichis
an open platform for devel oping and deploying
planetary-scale services.

VN EMBEDDING MODEL AND PROBLEM
FORMULATION

Substratenetwork model

Wemodel the substrate network asan undirected
graph denoted by G,=(V,.E,), where V, istheset of
subgtratenodesand E, istheset of substratelinks. Each
substrate node v, eV, is associated with weight
vaue C (v.), which denotesthe available capacity of

thesubstratenode V. . The capacity of anetwork node

includes CPU processing capacity, storageand soforth;
and thetypical capacity of anetwork link isitsband-

width. Likewise, each subgiratelink e, (i, j) € E, between
two substrate nodes i and j isalso associated with

weight value W, (e, j)) , which denotesthe available
bandwidth capacity associated with the substratelink.

Virtual network modd
Similar to the substrate network, the VN isalso

s BioTechnology

An Tudian Yourual



806

Distributed and parallel virtual network embedding

BTAIJ, 8(6) 2013

FULL PAPER o

represented by an undirected graphG, =(Vv,,E,),
where Vv, istheset of virtud nodes, and E, istheset

of virtual links. Therequirementson thevirtual node
andvirtua link intermsof attributes of nodesandlinks
of the substrate network are described asfollows: the
minimum required capacity of each virtual

node v, e v, isdenotedby C, (v}), andtheminimum
required bandwidth capacity of virtud link e, (i, j) € E,
between virtual nodesi and j is denoted
by W, (e, (i.1) -

Virtual network emedding problem description

Infact, substrate network G_ isnot abletohost an
infinitenumber of VN requests, asd| substrateresources
are limited. So finding a best embedding between

G, and G, isnecessary tomaximizetheVN request
acceptancerate and the substrate provider’s revenue
whilereducingtheVVN embedding cost. Based onthe
VN and substrate models, the VN embedding prob-
lem
(Fig.1) isdefined by theembedding function EM-
BED:

G,(V,.E) >G,(V,..E) .

(1) Thenodeembedding function betweenvirtud nodes
and substratenodes: Vv, -V, c V, satisfies

vy, e V,,3vi, V2., V¥, (k > 1), subject to C_(V¥) > C, (v,)

V,| =V,
vV, denotesthe set of substrate nodes hosting the
virtua nodes. Therequirement|Vv, | =|V,.| guaranteesthat

different virtual nodesinthesameVN G, cannot be

assigned to the same substrate node. isthe number

of VN nodes, and |V, | isthenumber of substrate nodes

hostingthe VN nodes.
(2) Linkingembeddingfunctionsbetweenvirtua links

and subgtrate paths: E, — E,, Satisfying
Ve, € E,,3p, subject toW,(e, ) <min, _ W.(e,) .

eep s

E,. iSthesat of pathsembedded by thevirtud links,

and p isone member of thisset. Note that except for
the end nodes, the substrate nodes associ ated with sub-
drate path pjust offer the serviceof transmissioninfor-
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mation, and thereby we can assumethis service does
not consume substrate node resources.
(3) Objections

Revenue denoted by Rev(G
lows

Rev(G,.t)=¢, > C,(v,)+5 D W(e)
weVy &<k,

) isdefined asfol-

v

Above, o, andp, aretheweighting coefficientsto
bal ance the effects of bandwidth of thelink and capac-
ity of the node, respectively.

Costis Cost(G,,t) andisdefined asfollows:

Cost(G, t)=a, 3. Hop(e, W,(&,)+ 4, 3 C,(v,)
e cE, eV,

Hop(e, ) isthe hop count of substrate pathsassigned

tothevirtud link e, ; o and B, aretheweighting coeffi-
cientsto balancethe effects of bandwidth of thelink
and capacity of thenode, respectively. Finally, theac-
ceptanceratio of the system isdefined by

Number of accepted requests

Acceptanceratio =
o Number of al requests

DISTRIBUTED AND PARALLEL EMBED-
DING FRAMEWORK

Inspired by MapReduce?, this paper proposes a
virtud network digtributed and pardld embeddingframe-
work, taking full advantage of an underlying nodewnhich
hasthe characteristics of automatic storage computing
and routing forwarding capabilities, regardsasubstrate
node asan autonomic computingindividua and redlises
thevirtua network task requests ‘Map’ and building ‘Re-
duce’ through a multi-node parallel processing mecha-
nism. A distributed and pardld virtua network embed-
ding framework based on M gpReducewill improvethe
flexibility, scaability and reliability of the network.

AsoutlinedinFigure 1, avirtud network requestis
submitted to one substrate node called thelaunching
nodeandisthen decomposed into many meta-requests.
The meta-requestsaredistributed to different substrate
nodes, and substrate nodes havetheresponsibility to
completethe corresponding meta-requestsin paralldl.

Autonomic substrateroutenode
Each underlying node can becomethelaunching
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nodein VN regquest embedding, and hastheability to
decompose a VN request into many meta-requests.
The substrate node consists of five components:. deci-
sion, store, forwarding, produce and decomposition,
and it can make decisions by anaysing and evaluating
itsacquired information (meta-request, input message,
VN request), and then execute corresponding actions.
Theexecuting actionsprimarily indude: (1) producemes-
sage; (2) forward message; (3) storemessage; (4) de-
composition of the VN request.

VN request

lsubmll

'Launchi;\g node
— = "\ efMN mapping -~

__+(_Mode WEETE

result 1

Meta —
reguest 1

Mela '
request2 | —={ Node 7>

Meta .
request 3
Meta l Node

request 4

Mapping

Node luwcesuit2

Figurel: Theframework of distributed and parallel VN
embedding

Communication protocol

A communication protocol isnecessary to coordi-
nate substrate nodes’ statuses and exchange informa-
tion among al substrate nodes. In thissection, the pro-
tocol isdefined based on six typesof messages. START,
MSG, CANCEL, INFO, RESULT and CONTROL.
RESULT and CONTROL messagesare used to com-
muni cate between thelaunching node of VN embed-
ding and the launching node of meta-request embed-
ding, and the other messages are used to communicate
among the substrate nodes.

e START: The START message is sent from the
launching nodeof VN embedding to al substrate
nodestotrigger and start the distributed and pard-
lel virtua network embedding agorithm and asks
for the substrate network resource status. This
messagea soinitiatesdecomposingthe VN request
into meta-requests.

e MSG: Thismessageisusedtoreply tothe START
message of thelaunching node of VN embedding.

e CANCEL: A CANCEL messageissent to some
substrate nodesto stopaV N request onceits meta-
request cannot be embedded well (e.g. cannot be
embedded into the substrate network). That isto

say, any information related with thisVN request
will beeliminated, and any resources(e.g., node
and link resources) having been occupied by this
VN request will berel eased.

e INFO: The INFO message is used to exchange
node capacities and surrounding link capacities
among all substrate nodes.

e RESULT: UsngtheRESULT message, thelaunch-
ing node of meta-request embedding notifiesthe
launching node of VN embedding of the meta-re-
quest embedding results. Theresultsinclude: (1)
embedding successor not (2) whichvirtua nodeis
assigned to which substrate node and (3) which
virtua link isassigned to which substrate path.

e CONTROL: Usingthe CONTROL message, the
launching nodeof VN embedding assgnsthemeta-
request to thelaunching node of meta-request em-
bedding.

Implementation of thedistributed and paralle VN
embeddingalgorithm

Assubstrate network resourcesarelimited, some
meta-requests of each VN request have been embed-
ded, namely each VN request occupiessome substrate
resources and therest of themeta-requests cannot be
embedded. Theresult isthat some requests for VN
embeddingwill fail inaparallel framework. Toavoid
this, wedefinethemaximum paradlel szeasMAX. To
adapt to the current substrate traffic and resources, the
vaueof thepardld szeisvariable Atfirg, theparalld
sizeissetasn (1<n<MAX),andnVN requestsare
submitted to thelaunching node of VN embedding, and
after some processing, mV N requestsreturn SUccess,
that isto say, n- mVN embedding requestsfail. Then
-mV N requestswill be submitted to thelaunchingnode
of VN embedding oneby one, theresultisthat p VN
embedding requestswill succeed, and theparald size
becomestheminimumof MAX (p+m+ 1) that alows
al VN embedding requeststo succeed.

Thelaunching node of VN embedding receivesa
VN request then sendsthe START messageto al the
substrate nodes and at the sametime decomposesthe
VN request into metarrequests. The substrate node gets
local topology information and informsthelaunching
node of VN embedding using the M SG message. The
launching node of VN embedding choosesthelaunch-
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ing nodefor meta-request embedding of each VN re-
guest by understanding the global topol ogy and then
determinesand notifiesthelaunching node of meta-re-
guest embedding of the meta-request information by
the CONTROL message. Thelaunching nodeof meta-
request embedding will executetheVVN embedding al-
gorithm by INFO message exchange. Theresults of
the VN embedding algorithm execution will returnto
thelaunching node of VN embedding by the RESULT
message.

The meta-request embedding of oneVV N request
occursin pardld and theembedding of n (pardld size
asn) VN requestsisasoin pardlel, namely thebegin-
ning of one VN request embedding does not depend
ontheending of another VN embedding request.

DISTRIBUTEDAND PARALLEL VN EM-
BEDDINGALGORITHM

VN request decomposition

Toimplement distributed virtua network embed-
ding and reduce the complexity of theentire VN re-
quest embedding process, avirtua network request will
be decomposedinto elementary clusters (links, star or
tree clusters)®. Likewise, for the convenienceof dis-
tributed and parallel embedding and to enhance VN
self-healing capabilities, beforethevirtual network is
embedded into the substrate network, the virtual net-
work request will be decomposed into meta-request

set G™ (Map). G™ isaset of virtua linksthat in-

cludesthreedifferent subsets:

G = Ee U e | £

ElPe] BN = ERYE| P = BN B =0,

(1) double-node virtual link " ={[e &1} [€,,€]
denotesavirtual link (¢,,€) andtwovirtual nodes
e, and ¢ associated withit.

(2) single-node virtual link
" ={[€],e)) or (€,,€]} [€,,€) or (€, €] denotes
avirtua link (e,,€)) and onevirtual node €, or
e associated withit.

(3) none-nodevirtual link EX™ ={(€,,€))}, (€,,€) de-
notesavirtud link (¢,,e) without any virtua node,

BioTechnology —

TheV N request will bedecomposadinto threetypes
of virtud links. Thelink resourceva ueof thedouble-
nodevirtua link islarger than that of thesingle-node
virtud link, whichinturnislarger thanthat of thenone-
nodevirtud link.

Pheromone and pheromonematchingjudgeago-
rithm

Thepheromonedefined herearedifferent fromthose
provided in Dorigo et al.l®. Thetraits of the phero-
monesprovidedinthispaper areasfollows. Transmis-
sion by different speedsin the substrate network; One
type of pheromonewill block thetransmission of an-
other pheromone; Once pheromonesmeet or virtud link
embeddingfails, thecorresponding pheromoneat the
nodewill disappear instantly; A pheromonewill not be
sent to nodeswhich it hasaready passed. Thetrans-
mission speed of apheromoneis:

swl_ntgﬂa—l]
- A

Py

where, s, denotesthe link resource value of ameta-
request (double-nodevirtud link, sngle-nodevirtud and
none-nodevirtua link) and s, denotesthe current sub-
gtratelink’s resource. @ denotestheamount of phero-
moneinthecurrent substratelink; Ao denotesthetota
amount of current pheromone.

TABLE 1: Pheromonematchingjudgealgorithm

When the node receives a pheromone, it will judge if
this pheromoneis new.
2 If (pheromoneisnot new)
judge whether the pheromone meets with matching
pheromone
if (meets) the node sends a message to launching
node for reserving the resource; then sends messages
4 tothe entire network to cancel the corresponding
pheromone.
e seforward this pheromone and storeit
5 ésedo nothing;

Node assessment and double-nodes virtual link
embeddingalgorithm

(1) Node-priority: After onedouble-nodevirtud request
link isproduced, thelaunching nodeof VN embed-
ding will choosethetoptwo nodesv,,,v_, { C(v,) >
C(vy) >...>C(v,)} inthesubstrate noderesource
rank listto embedthevirtud nodesv  andv, ,(C(v, )
>C(v,,)) of thisdouble-node virtual request link,

Hn Tudian Jounual



BTAIJ, 8(6) 2013

Zhang Dong and Gao Long

809

————, FyurL PAPER

then appliesthepheromonematchingjudgedgorithm
tocompletetheembedding of thevirtud link (v v, ).

(2) Link-priority: According to an autonomous node’s
characterigticsof locd topol ogy-awareness, theun-
derlying physical nodes can obtain theresource ca:
pacity of surrounding linksand nodes. Thelaunching
node of VN embedding can obtain the entire sub-
strate network information through message com-
munications. Thelaunchingnodeof VN embedding
will perform thefollowing: Cthesubstrate network
topology will be decomposed into the node-pair set
S, whichisdifferent fromthethat of thevirtua net-
work. Thelinkisuniqueinthisset, however thenodes
arenot. After thedouble-nodesvirtud requestlink is
produced, thesubstratenode-pair set S, will besm-
plifiedasset S accordingtothevirtud link request’s
resource. Smplifyingrule: theresourceof thephys-
ca nodepair’s link is more than that of the double-
nodevirtual request link. Othentheset S will be
smplifiedassat S. Simplifyingrule: thecombined
resourceof thephysical nodeparr isgrester thanthat
of thedouble-nodevirtual request link. If thesat S,
isnull, thentransformset § into S, based onwhether
the combined resource of the physical nodepairis
larger than that of the double-nodevirtual request
link; then set S isobtained from S, by anodeparr
merger, themerger ruleis.

O W12 Wln
WZl 0 - W2n
M M M M
Wnl Wn2 O

if (w; =0) w;=max{min(w, w,),k=i,j} .

Sdlect anode pair that has the maximum link re-
sourcefromset S, thenthetwo nodes of thenode pair
will beusad to host thedouble-nodevirtua request link.

Overall algorithm of distributed and parallel em-
bedding

Thispaper focusesontheVVN decomposition and
addresses how to complete VN embeddingin adis-
tributed and pardld manner. To achievedistributed and
parale VN embedding, thevirtua requestisdecom-
posed into threetypes of meta-requests, asprevioudy
described. Inthisdistributed and parallel framework,
each node of the substrate network isan autonomous
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Figure2: Thediagram of node assessment

individual which can be alaunching node of ameta-
request, so embedding of double-nodevirtua linkscan
becompletedinpardl€l. If dl double-nodevirtud links
map successfully, then single-node and none-nodevir-
tual linksbuild acompletevirtua network inparalldl.
Likewise, different virtual network embedding canaso
occur in parallel. Thedouble-nodevirtual link can be
embedded into the substrate network by (1) or (2) in
sectionV.C. Asfor single-nodevirtud link embedding,
we can also usethe method initem (2) (V.C), asone
end nodebeing fixed istheonly difference betweenthe
sngle-nodevirtud link and thedouble-nodevirtud link.
We a so use the pheromone matching judge algo-
rithm to compl ete none-node virtual link embedding.
Theoveral agorithm of distributed and parallel em-
beddingisoutlinedinTABLE 2.

PERFORMANCE EVALUATIONAND COM-
PARISON

Simulation environment
Our proposed d gorithm hasbeenimplemented and
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tested on the PlanetLab platform. PlanetLabisaglobal
research network that supportsthe devel opment of new
network services. Theplatform canemulatearea sub-

TABLE 2: Overall algorithm of distributed and parallel
embedding

Parallel While(VN;){
If parallel(e=[e,,e)] ){
request link
Substrate nodes do sel f-assessment;
Virtual nodese,, e are embedded to the substrate
nodese. e ;

Il €.,e. areneighbours or arevery close in the substrate
network
If €,¢ can’tfind the fit substrate node to embed, this

result indicates that the entire virtual network embedding
fails.

/I double-node virtual

}

Elseif paralel(e=[e, €)or(€,,€]){ // single-node virtua
request link

Substrate nodes do self-assessment;

Virtual node €, isembedded to substrate node € (virtua
nodee, has aready been embedded to the substrate node
el) or virtual node €, is embedded to substrate

nodeel (virtual node €, hasalready been embedded to
substrate node é.);

Substrate nodes €.,e produce pheromone respectively
and then broadcast it;

The first meeting of the same pheromonesthat have
passed through the path that will support the virtual
linkmeans that the virtual link maps successfully.

During a period of time, if a pheromone meeting has
been not occured the resultsindicate that the virtual link
embedding fails, that isto say, the entire virtual network
embedding fails.

}

Elseif parale(e=(€,.e) /I none-node virtual
request link

Virtual nodee, has been embedded to the substrate node
€., virtual node € has been embedded to substrate node
el

Substrate nodes €., e, produce the pheromone respectively
and then broadcast it;

The first meeting of the same pheromone that have
passed through the path that will support the virtual
linkindicates that the virtual link maps successfully.
During a period of time, if a pheromone meeting has
been not occurred the results indicate that the virtual link
embedding fails, that isto say, the entire virtual network
embedding fails.

}

strate network and each node slice deployed is pro-
grammed in PlanetL ab as an agent that can meet the
distributed d gorithm requirementsthroughinteractions
and messageswith other node slices. Inthissection,
wegivethedetailed description of thesimulation envi-
ronment and analyse the performance of thenew algo-
rithm by comparingit with other dgorithms.

Inour simulation, weusethe GT-ITM tool to gen-
erate the substrate network topology and 50 VN to-
pologies. Thesubstrate network topology has 15 nodes,
anditslink connectivity probability is0.5. Thecomput-
Ing capacity at substrate nodes and bandwidth capac-
ity onthelinksfollow auniform distributionfrom50to
100. A substrate network node can be easily deployed
by defining the characteristics of anode slicein the
PanetLab platform. Weuse socket communication pro-
gramming-based TCPto connect onenodediceto an-
other. To do so, we specify a substrate network. We
assumethat VN requestsarrive at averageratesof 1
VN per minute, 2 VNs per minute, 3V NS per minute
and 4 VNsper minutefor ssmulation purposes. Ineach
VN, thenumber of nodesfollowsauniform distribution
from4to 10. The average probability of connectivity
between any two nodesinthe VN request isset to 0.5.
The computing requirementsof avirtua nodeand the
bandwidth requirement of thevirtud link bothfollow a
uniform distribution, from1to5andfrom1t09, re-
spectively. Weset theinitid parald sizeof VN embed-
dingasbh.

Simulation environment

Under different virtua network request arrivd rates
and completeembedding of S0 virtud network requests,
we compare our method (thelink-priority agorithm)
withtraditional dgorithmson VN acceptancerétio, the
number of messagesand therevenue/cost (R/C) ratio.
(1) Figure 3 showsthat under different virtual request

arriva rates, thelink-priority algorithm can produce

ahigher acceptance ratethan the node-priority a-

gorithm; at the sametime, thelink-priority algo-

rithmissuperior to RW-MM-SPY and DAVNME
regarding VN acceptanceratio.

Thereasonisthat the node-priority, RW-MM-

SP and DAVNM algorithms may map close virtual

nodesinto substrate nodeswhich arefar away, how-

ever, thelink-priority gorithm canavoid thiscase. As

}
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thenumber of VN requestsincreases, the node-prior-
ity, RW-MM-SPand DAVNM d gorithmscan consume
more substrate resources, which isnot the casewith
the proposed link-priority algorithm, thusit achieves
better resultsthan the other threea gorithmsregarding
VN acceptanceratio.

~E Link-pristity <} Mote-prionty —+—DAWNM - RW-MM-S™

!
2 3 4
Number of VN requests per minute

Figure 3: Comparison of acceptanceratio

WhentheV N request arrivd rateis2, thenode-
priority a gorithm hasasomewhat higher acceptance
ratio than RW-MM-SPand DAVNM; when the VN
request arrival rateis 3, itsacceptanceratioisalittle
lower thanthat of thetwo dgorithms. Thisisdueto the
characteristics of the pheromone; asthe VN request
arriva rate accelerates, the number of messagesinthe
substrate network will increase, and thesedightly influ-
encethe VN embedding acceptanceratio, which can
beseenfrom Figure 3.

(2) Thenumber of failed VN embedding requestswill
affect the underlying network traffic, so the pro-
posed algorithm usesthewaiting method to deter-
minewhether aVN embedding request failsor not.
When theembedding timeislonger than3.5m, the
embeddingwill beconsidered afailure. In contrast,
the node-priority algorithm produces more mes-
sagesthantheproposed dgorithmasshowninFig.4.
Meanwhile, when embedding the same number of
VN requests, the DAVNM algorithm also pro-
duces more messages than the node-priority and
theproposed link-priority dgorithms. Thisillugtrates
that using the pheromone proposed inthis paper to
embed the VN request resultsin fewer messages
thusimprovingoveral performance.

(3) Figure3and Figure 5 show that theagorithmshave
different virtual network acceptancerates, sothey
havedifferent embedding revenues. The proposed
link-priority a gorithm hasahigher acceptancera-

————, FyurrL PAPER

tio, soit representsmorerevenue. Thelink-priority
agorithm canavoid theembedding of closevirtua
nodesinto substrate nodeswhich arefar away, in-
dicating that thelink-priority agorithm haslower
cost than the other three a gorithms. Therevenue/
cost (R/C) ratioisshownin Figure5for thevarious
agorithms. Thelink-priority gorithm hasahigher
R/C than the node-priority, RW-MM-SP and
DAVNM algorithms. At times, the node-priority
algorithm hasahigher acceptanceratio, soit can
have ahigher R/C ratio than the RW-MM-SPand
DAVNM agorithms; Notethat RW-MM-SPand
DAVNM agorithmshavethe sameacceptancera-
tio, sothey dso havethesame R/C (Figure 3, Fig-
ureb).
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Figure4 : Comparison of number of VN embedding messages
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Figure5: Comparison of embedding R/C

By comparison of severa algorithms (Figures 3-
5), we seethat link-priority hasgood performancere-
garding VN acceptanceratio, embedding timeand rev-
enue/cost (R/C).

Figure 6 shows that with the number of VN re-
quest arrivalsper minutefrom 1to 4, thetimetakento
build 10 VN requestsgradually decreasesand thetime
takento build 20, 30, 40 and 50 VN requestsfluctu-
ates. When the substrate network has abundant re-
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sources, thearrivd rate of VN requestsislow enough
toallow efficient VN embedding. With theincrease of
VN requests, the underlying network resources are
gradually reduced and some unsuccessful virtua net-
work embedding (embedding timeis more than 3.5
minutes) leadsto adjustment of theparallel sizewhich
can account for thetimefluctuations observed inthe
20, 30, 40and 50 VN requestswith different VN re-
quest arriva rates.

o
0.~

B4

Time(m)

3 ;
| requests arrival per minute P Ell
4 P o Mumber of VM requests

10
Figure 6 : Time taken by the link-priority algorithm for
different number of VN requestsat different VN arrival rates

AsshowninFigure7, withtheincreaseof VN re-
questsunder each arrival rate, theunderlying network
resources are gradually consumed and lead to ade-
clineintheV N acceptanceratio. Notethesimilarity in
the acceptance ratio for the same number of VN re-
questswithdifferent arrivd rates. Thisphenomenon can
beattributed to theadjustable pardld sizediscussedin
Sectionlll.C

AsFigure 8 shows, the number of messagesis
almost the same under different VN request arrival
rateswhen the number of VN requestsis 10 and 20,
respectively. However, when the number of VN re-
guestsis 30, 40 or 50, respectively, the number of
messages varies under different VN request arrival
rates. Thelower number of unsuccessful VN embed-
ding attempts among 10 and 20 VN requests than
among 30, 40 and 50 VN requests leads to this re-
ault.
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Figure7: VN acceptanceratio of thelink-priority algorithm
with different number of VN requestsat different VN arrival
rates
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Figure8: Number of messagesfor different numbersof VN
requestsembedded into the substrate networ k of thelink-
priority algorithm

TABLE 3 showsthat therevenuefor 50 VN em-
bedding requestsisa most thesameunder different VN
request arrival rates and the cost is almost the same
under different VN request arrival rates. The accep-
tanceratiosof 50 VN requestsunder different VN re-
guest arrival rates are also amost the same that can
explaintheresult.

We comparethelink-priority and thenode-priority
algorithmsintermsof acceptanceratio, VN embed-
ding time, number of embedding messages, embedding
revenue and cost under different VN request arrival
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rateswhen the number of VN requestsis50. Figure9
showsthat link-priority produces ahigher acceptance
than node-priority under different VN request arrival
rates. Thenumber of successful VN embedding requests
will affect the VN request’s average embedding time
and thenumber of messagesin the substrate network,
and we use the waiting method to determine embed-
dingfailureinthelink-priority dgorithm. So the node-
priority algorithm needs more time and messages as
showninFigures10and.11, respectively.

TABLE 3: Revenueand cost of thelink-priority algorithm
for 50 VN requestsat different VN arrival rates

NUMBER OF VN REQUEST

ARRIVALSPER MINUTE REVENUE  CosT
1 2108 3914
2 2177 4012
3 2100 3987
4 2020 3910

Acceplance ratie

Algorthm .

=" Nurmber of VH requesis amrival per minute
1

Figure10: Comparison of time
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Figure 11 : Comparison of number of VN embedding
messages
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Figure12: Comparison of embeddingrevenue

Figure 12 and Figure 13 show the comparison of
revenue and cost, respectively. Combined with Fig.9,
the two agorithms can produce different acceptance
ratios so they lead to different revenues. Thelink-pri-
ority algorithm hashigh acceptance, soit hashighrev-
enue. Although thetwo a gorithms havedifferent rev-
enue, they haveamost thesamecost, asshowninFig-
ure 13. Thereason isthat the node-priority algorithm
allowsdistant virtual nodesto be embedded into the
substrate network.

Asthe number of VN requestsvariesfrom 10to
50, from Figures 6-8 we find that with VN requests
increasing, the resources of the substrate network
gradually decrease, the VN acceptanceratio also de-
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creases and theembedding timewill increase. Thein-
creasein VN request embedding failuresincreasesthe
messagestrafficinthe substrate network, whichinturn
affectsthe VN request acceptance ratio and embed-
dingtime,

Figure13: Comparison of embedding cost

From thecomparison of thelink-priority and node-
priority dgorithmsshownin Figures 9-13, thelink-pri-
ority algorithm has better performance than the node-
priority algorithmintermsof acceptanceratio, embed-
dingtimeand revenue.

CONCLUSIONAND FUTURE WORK

This paper presentsthe design of the distributed
and paralld VN embedding framework. Inspiration of
thethought of map-reduce, we decomposeV N request
into meta-requests. Thedistributed and parallel VN
embedding a gorithm can beapotentia starting point
for self-management of virtual network. Inthefuture,
wewill providetheintelligence algorithmto substrate
nodesin order to decreasethe substratetraffic.
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