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ABSTRACT

Several features of the main concepts, and also some misinterpretations
of chemical thermodynamics, are considered in the present paper. In par-
ticular, the following topics are discussed: 1. Relation between entropy
and information; 2. Thermodynamic potentials. An evolutionary arrow of
time of thenatural systems 3. Gibbsfree energy, AG, and chemical reaction

spontaneity. © 2009 Trade Sciencelnc. - INDIA

INTRODUCTION

Today Thermodynamicsrepresent not only thetheo-
retica framework but aso the practicd tool for studies
inthefield of theoreticd biology and physical chemis-
try!tl. One of the problems present in the teaching of
chemica thermodynamicsat university leve isrelated
to sometheoretica aspectsof the Second Law of Ther-
modynamicsand in particular with theentropy.

Entropy contrary to the heat and work does not
have adirect meaning associated with the praxis. G
N. Alekseev commented? that a popul ar-science au-
thor of the early twentieth century wrote, “Entropy is
the name of the Queen’s shadow. Face to face with this
phenomenon, Man cannot hel p feding somevaguefear:
Entropy, likeanevil pirit, triestodiminish or annihilate
the best creations of that gracious spirit, Energy. We
areall under the protection of Energy and al potentia
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victimsof thelatent poison of Entropy ...”. On the other
hand, we canrecall the sentence of the great Ludwig
Boltzmannthat “Thus, thegeneral strugglefor lifeis
neither a fight for basic material ... nor for energy
... but for entropy becoming available by thetransi-
tion from the hot sun to the cold earth .

Another important aspect under discussion refers
to the spontaneity of the chemical reaction using the
Gibbsfreeenergy AG. Themain purpose of the present
paper isto discuss some' conceptua aspectsof chemi-
cd thermodynamicsasatypica courseinchemica cur-
riculum (seereference?).

Therefore, inorder to get abetter insight into these
concepts, somefeatureswill bediscussedindetail:

Entropy and information

Thermodynamic potentials.An evolutionary arrow
of timeof thenatural systems
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Thelink between Gibbsfreeener gy AG and chemi-
cal reaction spontaneity

Thelink between these topicsisusing in aconcrete
way thethermodynamicfunction “‘entropy”, in fields such
asinformation, direction of processesand chemicd re-
action.

DISCUSSION

Entropy and information

Entropy, generally related to “disorder”, is perhaps
one of themost polemical, mysteriousand controver-
gd thermodynamic magnitudes. Theincrease of entropy
isthen described asanincrease of disorder, asthede-
struction of any coherence that may be presentinan
initid state. Thishasunfortunately led to theview that
the consequences of the Second Law are obvious or
trivid. Anyway, therea so exist somemisinterpretetions
(see, for example, reference®) that havearisen from
the unawareness of the essence of the Second Law®.

Thegod of thisitemisto show how theuseof the
information theory makesit better and easier to under-
stand the entropy meaning, and a the sametimegivesa
formal definition of it. Recently Hynne suggestsan
interpretation of entropy viathe Boltzmannformula

Inorder toillustrate our idess, let usbegin with the
following experiment (Figure 1a). We haveabody at
rest, sothat itsenergy isconstant, but we cannot seeits
featuresbecause an opaqueglassisinfront of it.

It createssomeuncertaintiesabout it. Later theglass
istaken away (Figure 1b), and uncertainty about it dis-

A B

Figurel: Experiment withabody at rest: A. An opaqueglass
isbetween theobserver and thebody. B. Theglasswasdrawn
out

appears, thus, we can say that in relation to thisbody
we have obtained moreinformation. It isto be noted
that in any moment itsenergy hasnot changed.

Thus, according to Shannon (1948), averagein-
formation, “I”, can be quantified through this relation:

I =-k> p;Inp; @

Where p. representsthe probability of any event, for
example, inthe previousexperiment, of thecan being
of juice, beer, soda, etc., or of what type of juice, soda,
etc. It can be observed that the greater the uncertainty,
i.e., theeventsareless probable, the greater the aver-
ageinformationis. Theunitsof | aregiven by thevaue
of constant k.

If k=% , theunitisthebit (binary digit); onthe con-

trary, if wetake k = kg =1.38066x10° JK ' wherek is
the Boltzmann’s constant, the units are the
JK1

Thus, if congtant k inequation 1isBoltzmann’s con-
stant, instead of speaking of information, wearetaking
about entropy, S. The previousexperiment alowed us
toarriveintuitively at the concept of entropy through
theinformation.

Entropy, unfortunately, hasbeen generally related
to“disorder”, and maybe it is the most polemical, mys-
terious and controversia magnitudein thermodynam-
ics.

Thus, theincrease of entropy would result in an
increase of disorder or the destruction of the coher-
encepresentinaninitid state, and because of thisview,
the Second Law would appear to beobviousor trivid.

Thus, theintroduction of theformalism of theinfor-
mation theory into thermodynami cs, through Shannon’s
equation, allowsusto understand the concept of en-
tropy asasynonym of information.

Then, we can formul atethefundamental postulate
of the Second Law, as: “Natural systems create infor-
mation duringtheir evolution”. From this postulate, the
following corollariesderive:

a. Entropy,i.e,information,isdifferent fromenergy,
anditiscreated during the evolution of asystem.

b. Thesamehasaprobabilistic nature.

c. Itgivestimeaphysica meaning.

d. Itconfersanirreversblenatureuponnaurd pro-
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cesses, since entropy iscreated, but itisnot de-
stroyed.
e. It measuresthecomplexity of asystem.
Therearethreelevelsof Information:

Syntactical: It givestheextent towhichthesigns
that expressthe meaning for thereceiver removethe
uncertainty.

Semantic: It designatesthe meaning of theinfor-
mation.

Pragmatic: Thepurpose or usefulness of thein-
formation for thereceiver.

Equation 1 only makesit possibleto quantify the
information at the syntacticd level.

If al the eventshave the same probability apriori,

p, = Q7' equation 1 turnsinto
S=kinQ @
Equation 2isknown asBoltzmann’s equation, and was
sculptured on histombinViennain 1906. Thevariable
?isknown as complexions, or thermodynamic prob-
ability, and representsthe number of microstatescom-
patiblewith agiven macrostate of the system. By ap-
plying theconditiond extremecondition, andtakinginto

account that  p; =1, it can bedemonstrated that 2 is

maximum at equilibrium. That isto say, theformalism of
statistical thermodynamicsrestson equation 2.

T. DeDonder (1872-1957) established that during
theevolution of asystem, theentropy of thesamemight
vary for two causes, one due to the exchange of the
entropy of the system with the surroundings, 6Se, or
entropy flow, and the other dueto the creation during
theevolution thereof, 6Si. Therefore, we havethat the
quantitativeformulation of the Second Law according
toDeDonder is

dS, =88, + 88, ©)
Hence, theentropy flow isgiven by

-5
0S, = T 4

Thus, the entropy flow may be positive, if it receives
entropy from the surroundings, negativeif it “gives
away” entropy, and zero when the system is isolated.
Therefore, thefundamentd postulate of the Second Law
can beformulated as3S>0.

Thermodynamic potentials.An evolutionary arrow
of timeof thenatural systems

= Pyl Peper

Thermodynamic potentidslikeother potentia func-
tionslet usgiveacriterion of equilibrium and stability.
Theroleof the thermodynamic potential in chemical
thermodynamicisnot too understandable. What isthe
difference between thermodynamic potentid sand other
potentia functionsof Physics?

Different from thecommon physica potentids, the
thermodynamic potential soffer an evol utionary arrow
of time® for the system under study depending onthe
congtraintsof it. Thisisinfactitsmain feature.

Thus, inorder to develop theformalismto obtaina
suitable potentid to describethe system, thefollowing
steps should be considered:

a. Toobtainthecanonica equations
b. Toidentifythecongtraints
c. Todevelopaforma method (Legendretransfor-
mation) in order to obtain the thermodynamic
potentia
d. Formulationof anextremum Principle
Canonical equations

Canonica equationscan be obtained fromthe*“first
principles”, that is to say, from the joint expressions of
thefirst and second laws of thermodynamics respec-
tively. Thus, wehave:

For theFirst Law: dE =8Q—-pdV (5)
3Q
For the Second Law: d5=?+5si (6)
and we obtain the canonical equations
dE = TdS—pdV - T83, ()
1
ds, =?dE+$dV +88S, ®)

TermsE, T, SV, prepresent theinternal energy, tem-
perature, entropy, volume, and pressure, and Sisthe
entropy production duetoirreversible processes. The
first equationisknown astheenergetic representation
of the system and the second one asthe entropic rep-
resentation.

Congraints

The conditions of the surroundingsare constituted
by those variablesthat identify the system under study.
They alow usto choose the adequate potentia func-
tionthat providesan evolutivecriterion of equilibrium
and stability for asystem. In the specific case of the

Hn Tndéan g%wumé
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aboveexpressons, 7 and 8, weseethat if thesystemis
characterized by thevariablesSand V, the adequate
functionto describethe systemistheinner energy, while
if thevariables are E and B, then the potential isthe
entropy of thesystem.

In order to define new potentia functions, wewill
useaforma method, whichwill alow us, fromtheex-
ternal conditionsof the system, to definethethermody-
namic potentid.

Formal method. L egendr etransfor mation.

We can apply the L egendre transformation either
to canonica equations 7 and 8 respectively. The appli-
cation thereof to the entropic representation, equality
8, generatesfunctionsthat are of special interest insta-
tistica thermodynamics.

Inour case, wewill useasastarting point for the
development of theformalism, the energetic represen-
tation, equality 7. Thus, we havethefollowing possi-
bilities

1. Weaddtobothsdesof equdity 7thetermd(pV),
and weaobtain:

d(E+pV)=TdS,—pdV —-T8é; +d(pV)
d(E+pV)=TdS,—pdV -Td$; +pdV +Vdp 9
d(E+pV)=TdS,+Vdp-Ta;

Formally, we canidentify theleft sideof equality 9 as
(E+pV)=H. Thus, by making asubstitution at 9, we
havethat:

dH =TdS, + Vdp—Ta3; (10)

Weredizeasinthiscasethat if thevariablesthat repre-
sent the system are Sand p, enthal py isthe adequate
thermodynamic potentid to describeit.
2. Wesubtract theterm d(TS) from both sides of
equality 7, and weobtain:

d(E-TS,)=TdS,—pdV - T8, —d(TS,)
d(E-TS,)=TdS,—pdV —Tdd; — S.dT —TdS,
d(E-TS,)=-SdT —pdV —T83,

We can identify theleft side of equaity 11 as. (E-
TS)=F, whichwewill namework function; thus, by
making asubstitutionat 11, we get:

dF =—SdT —pdV — T8, 12)

Inthiscase, if the variablesrepresenting the system,
i.e., theconstraintsareT and V, thework functionis

Physical CHEMISTRY o
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the adequate thermodynamic potential to describeit.
3. Finally,weadd d(pV) and subtract (TS) on both
sidesof equality 7 and thefollowingisobtaned:

d(E+pV —TSg)=TdSg—pdV — T8, +
d(pv)-d(Ts;)

d(E+pV +TS,)=-SdT +Vdp-Ta9,
Formally, we canidentify theleft sde of equality 13 as
(E+pV -TSs)=G,whichwewill call Gibbsfreeen-
ergy, thus, by making asubstitution at 13, we get:

dG =-SdT + Vdp—-T5d; (14)

Inthiscase, if thevariablesthat represent the system,
i.e., theconstraints, are T and p, Gibbsfreeenergy is
the adequate thermodynamic potential to describeit.

(13)

Extremum Principle

Itisformulated from the fundamental postul ate of
the Second Law!¥. Thus, by applying the extremum
principle, for exampleinthecaseof G (seeformula4),
we havethat for T and p constants:
dG, =-T8S <0, evolution
dGTp: 0, thermodynamic equilibrium
oG, >0, stability (minimum)

Often, the criterion of evolutionisconfused with the
spontaneity?9, For thisreason, it issuitableto clarify
thismisinterpretation.

AGAND REACTION SPONTANEITY

Theuse of AG to decide about the spontaneity or
not of areactionisacriterion generally accepted™. In
fact, itisused to decidethedirection of the process®Y,
for example, for thereaction A=Bif AG< 0it means
that the reaction goesfrom Ato B, onthe contrary if
AG>0it occursfromBto A.

In order toillustrate our ideas, we will resort to
Gibbsfreeenergy, whichisgeneral, and independent
of the potentia chosen. Thus, we haveto identify, in
addition to the constraints, variables associated with
the nature characterigtic of system under study. For in-
stance, in the case of achemical reaction, besidesthe
temperature and pressure, we must specify theamount
of substance, n, , each of the speciesinvolvedinthe
resction.

Thus, thefunctiona relation of Gibbsfreeenergy is

A udéan Journal
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sought, with thesevariablesof theform:
G=G(T,p.ny,Nny.+N)

dG:(ﬁj dT+(§j dp+
oT on, aop Tn,

k
= Tpn=n,

If we compare 15 with 14, we can identify the coeffi-
cientsof 16, so wehavethat

ae) (ae)
R =] =v
d
(aT pny on op pny
oG

Inthecaseof thethird coefficient, [R]T weknow
pn#n,

(15)

(16)

that itisapartia molar magnitudethat we symbolizeby
the Greek letter p, and call chemical potential. The
chemicd potentia representsphysicaly what iscapable
of changing Gibbsfree energy for theamount of sub-
stanceinvolvedinthechemica reaction, in other words,
it representsthe “motive power” of the reaction. There-
fore, wehavethat

( oG J -u
oG =
ank Tpn=n,

7
By replacing 17 and 16 at 15, we get:
k
dG =-SdT+Vdp+ ) p.dn, (18)
i=1
If wecompare 18 with 14, we seethat:
k
=T858 =3 wdn,
i=1
1 k
8S; =—=> mdn, (19)
T i=1

Thus, wearriveat asignificant result; wecan see how,
for achemical reaction, we can eva uatethe creation of
entropy during the process through the chemical po-
tentidss, thus, the problem comesdown to knowing how
to calculate the chemical potential of each of the spe-
ciesthat areinvolvedinthereaction.

Alternatively, for achemical reactionwecanintro-
duceintheplaceof n,, the degree of progress of the

= Pyl Peper

reaction &. In away anal ogous to the procedurefol-
lowedin 15, and considering 16, we obtain:

G=G(T.p.n.8)

oG oG oG
dG =(—) dT+(—) dp+(—) dg
or pg op TE 28 Tp

dG =—SdT+Vdp+(a—G) dg
a5 T

(20)

oG
Thecoefficient (a_aJ wasidentified by T. De Donder

Tp

as

{2
&% ).,

that hecdled Affinity. Affinity measuresphysicaly the
changein Gibbsfreeenergy by unit of degreeof progress
of thereaction. By replacing 21 at 20, we get

dG =-SdT + Vdp — Adg
-Tdd; =—AdE

(21)

5S; =%Ad§2 0 (22)

3S;

A=TGE20
Again, wehaveasignificant result. We can seethat the
affinity of areaction measuresthe creation of entropy of
the processby unit of degreeof progressof thereaction.
Thus, we can seethat through the affinity we can both
cd culatethecrestion of entropy for achemical reaction
and decidehow far it will go, inother words, if affinity is
positive, that meansthat thereaction goesuptothat de-
greeof progress, andinfact ahigher yidd canbeachieved,
if affinity iszero, itimpliesthat the degree of progress
correspondswith equilibrium and isin fact maximum,
andfindly, if affinity isnegative, it meansthat thereaction
cannot obtain that yield, since for such a degree of
progress, the creation of entropy isnegative, but it does
not mean that the reaction doesnot occur.

Thus, the problem comes down to evaluating the
affinity of areaction. Thus, takinginto account 19, and
making asubstitution at 22, we obtain that

k k
dn
A== g d—g=—ZHK Vk
i=1 i=1

(23)

Hn Tndéan g%wumé
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We can see how through equality 23 we can calculate
the affinity of areaction®. Ingenera, we can represent
thechemical reactionasan equality

VaA@)+veB(g) = VeC(o) + Vol

where on the |eft are the reactants A, B, and on the
right the productsC, D. V, isthestoi chiometric coeffi-
cient of speciesk. Physicaly, equality should not be
interpreted asasymmetrical algebraic equality, since
with the chemical equation such aswewroteit weare
indicating that the process under study isthe conver-
sion of thereactantsinto productsuntil reaching equi-
librium.

Thus, thefirst step is the characterization of the
chemical equilibrium. Considering that theconstants T
and p aretheided behavior for thespeciesinvolvedin
thereaction and the generad condition of chemica equi-
librium, itisestablished that

k

2 v =0
i=1

By doingthea gebraic sum and replacing explicitly the
chemical potential expression, for each of the species,
weobtain

— vl (T)+ RTINp, J- vg (14 (T)+ RTInpg )+
ve(ul (1) +RTInpe )+ vo [ud (T)+ RTInpg )= 0

Regrouping similar terms, we can rewrite equation 25
as

(24)

(25)

k —kapﬁ(T)

Vi Z|npk =|=l—
i=1 RT

(26)

Inequality 26, weobservethat theright termisacon-
stant that only depends on the temperature of the sys-
tem, by analogy with theleft side, wewill symbolizeit
asthelogarithm of aconstant K, thus, we can rewrite
26 of theform.

k

vi 2. Inp, =1nK ,(T)
i=1

Thereation 27 congtitutes the quantitative expres-
sion of the Law of massaction. Thesameallowsusto
determine quantitatively theequilibrium constant of the
system, the subindex p symbolizesthat said relationis
determined fromthe partid pressuresevauated at equi-
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librium.

Following the sameline of thought, oncethe equi-
libriumisdefined, asaparticular caseof attractor of the
system, we use affinity to describetheevolution of a
chemical reaction; thus, considering equality 23 and
replacing thechemica potentid expression, wehave

k k k
A==V =- Z"kllg(T)JFRTZVk'npk (28)
i=1 i=1 i=1
By replacing 26 and 27 at 28, it isobtained that
k
A=RTInKp—RTkaInpk >0 (29)

i=1

Equdity 29isknown asareactionisotherm. Thesame
congtitutesageneral expressionto evaduatetheaffinity
of achemicd reaction. It can be observed how theright
side of the equality has two terms, one in which the
equilibrium constant appears, whichisstrictly related
toequilibrium, and the other that isstructuraly smilar
to theequilibriumterm, but it isconnected with the par-
tid pressuresoutsidetheequilibrium. It can be observed
that when bothtermsbecome equd, affinity iszero, as
expected, sincewearein the presence of equilibrium.

Inthesameway, Lewisand Randal 112 identify the

(%)
term o¢ o as

8G
— | =AG
( a& )Tp

Thus, thereaction isotherm can berewritten as

(30)

AG = -RTInK , + RT v;Inp; (31)

That isto say, AG =-A. We can see that the equilib-
rium constant K, appearsinthefirst term of theright
sideof theequation. It meansthat independently of the
valueof Aoritsequivaent AG, thereaction will take
placebecause K, isapositiveconstant and only de-
pendson temperature. But thereaction will occur toa
given extent of reaction according to thereaction con-
ditions.

Inthisway, if we postul ate that the reaction occurs

spontaneously*? if AG< 0, it isatautology and has
nothing to do with spontaneity.

A udéan Journal
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function

Gibbs

Figure2: Dependenceof Gibbsfreeenergy on theextent of
reaction &

In order to clear up our ideas and as an exampl e,
thefunctional dependenceof G versusé&tisshownin
Figure?2.

Threemainregionsappear in Figure 2: theregion
whereaminimumisattained on the curve correspond-
ing to chemical equilibrium A=0 (AG=0), beforethe
equilibriumisreached AG< 0, and after that, AG> 0.
Then, evidently, the question that arisesis: Couldthe
system reach acertain extent of reactionfor certainre-
action conditions?n other words, will bepossibleto
obtainacertainyield?

If for these reaction conditions, AG< 0, then the
answer ispostiveandisindicating that ahigher yiddis
yet possibleto obtain; if AG =0, theanswer ispositive
too, but themaximum yield attainableisjust a equilib-
rium. If AG> 0, then the answer isnegative; it isnot
possibleto obtain suchyield for theserate conditions; it
doesnot mean that thereactionwill not occur, butit will
gotothecontrary sidei*Y.

Findly, weshow an example, i.e., theformation of
iodineacid in gas phaseat 730,6 K. Figures3 and 4
show the dependence of Gibbsfreeenergy and affinity
ontheextent of reaction &. Asit can be seen, the maxi-

TABLE 1: Thevalueof affinity of thereaction for different

extentsof reaction.

A{L‘;‘iw 10073 7703 6128 4837 3652 2467 1175 0
Reaction

extent 01 02 03
£[mole]

-399 -2769

04 05 06 07 0776 08 09

—= Pyl Paper
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Figure 3: Dependenceof Gibbsfreeenergy on theextent of
reaction & for formation of iodineacid in gasphaseat 730, 6 K
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Figure4: Dependenceof affinity A on theextent of reaction
& for formation of iodineacid in gasphaseat 730, 6 K

mum yield corresponds possibly with & =0.776 just at
equilibrium. TABLE 1 showsthevaueof theaffinity of
reactionfor different extentsof reaction.

CONCLUSIONS

1.  Entropy and information are equivaent ways
of probabilistic quantification of the degree of
uncertainty of asystem.

2. Thermodynamic potentidscontrary to other po-
tentid functions, offer an evolutionary arrow of
timeof thenaturd systems.
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3.  AGforachemical reaction or itsequivaent,
theaffinity givesacriterion about the extent of
reactionthat can beattained andtheyieldto be

obtained.
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