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ABSTRACT

KEYWORDS

The choice of aproper wavel et family with afast and robust classifierisan
important step in the construction of a myoelectric control pattern
recognition system for a prosthetic hand. In this study, five hand motions
were classified by using six wavel et functions extracted featuresfrom sEMG
signals. The selected wavelet families that were used to decompose the
recorded SEMG signalsare Biorthogonal (bior). Coiflet (coif), Daubechies
(db), and Symmlet (sym). Two different recognition methodswere employed
for classification procedure: support vector machine (SVM), probabilistic
regression neural network (PNN). The results of our experiment demonstrate
that the use of wavelet familiesat ahigh decomposition level increasesthe
recognition rate of hand motions. The highest achieved classification rate
was 96%, by using the PNN classifier based on coif4 at the sixth
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decomposition level.

INTRODUCTION

Theusageof aforearm sEM G signd to classfy dif-
ferent typesof hand motionshasbecomeachalenging
topic for many researcherd®®. ThesEMG signal isa
biodlectrica signa detected from the skin surfacethat
isgenerated by the e ectrical activity of the musclefi-
bersduring contraction or rel axation.

Aneéectromyogram (EM G) isamethod of record-
ing theelectrical activity of themuscle. Therecorded
potential isproportiond totheleve of themuscleactiv-
ity. Therecorded potentia isproportiona to thelevel
of themuscleactivity. In generd, EM G hasbeen used
for diagnosi sof neurologica and neuromuscular prob-
lemsandin ass stivetechnology and rehabilitation engi-
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neering. Theshapesandfiringratesof Motor UnitAc-
tion Potentials(MUAPSs) in EMG signal contain con-
siderableinformation for the diagnosis of neuromuscu-
lar and neurologica disorderg®®.

Ingenerd, therearetwo kindsof EMG el ectrodes.
Thefirsttypeisinvasiveeectrode: A needleelectrode
isinserted through the skin into the muscle (painful).
Theother typeisanon-invasivedectrode: Thesurface
electrode mounted directly on the skin, ashiftinthe
electrode placement will provideacompletely different
SEMG signd, whichwill affect theclassification rate®.
Inthisresearch, disposable moistureAg/AgCl surface
electrode type was used to obtain the SEMG signal's
fromthe surfaceof theskin.

A surfacedectromyographic (SEMG) signd hasa
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non-stationary, stochastic, and complicated naturethat
makesit moredifficult to analyze'?. Theintroduction
of amyoelectricsignal directly into aclassifier isim-
practical and time-consuming dueto thelarge amount
of raw data. Thus, itispractical to map theinput data
into afeature vector™, In the foll owing section of the
manuscript, we present some of the previousworks
related to pattern recognition of SEMG signdl.

To classify four hand motions, the performance of
different dassificationdgorithmswereinvestigated LDA,
QDA and k-NN., They extracted threetimedomain
featuresfrom SEM G sgnds: integrated absolute value
(IAV), difference absolutemean (DAMV) and differ-
ence absol ute standard deviation (DASDV). Classifi-
cation ratesobtained usng K-NN, QDA, LDA classi-
fierswere 84.9%, 82.4%, and 81.1% respectively.

Threewavel et families(Haar, db, and sym) at dif-
ferent decomposition levelsweretested by other re-
searcherg@, who found that the use of sym4 and sym5
at thedecomposition rates 8 and 9 can obvioudly dis-
tinguish between sSEM G signasrdlated tofatigued and
non-fatigued muscles.

Another research group®® collected
SEMG signals from a muscle under sustained contrac-
tionsfor aperiod of four secondsusing different loads
and then analyzed the signal using fast Fourier trans-
form (FFT), discretewavel et transform (DWT), and
wavel et packet transform (WPT). Based onther study,
these researchers recommend the use of Daubechies,
Symmlet, and Coiflet familiesfor EMG andlysis.

Therecorded SEM G signalswere decomposed at
thethird, fourth, fifth, and Sxthlevelsusng symd, symb,
db8, dbl10, bior3.3, and coif4. The result of thisre-
search canbeusad in constructing prosthetic handsthat
can help amputeesrestore some of the capabilities of
their lost hand.

Theremainder of thismanuscriptisdividedinto four
sections. Thefirst givesthereader information onthe
experimental protocol. The second sectionintroduces
the classification algorithmsthat wereused inthisre-
search study. Thelast two sections present and discuss
theresultsobtained from the experiment and present
theconclusionsdrawn from theresultsand suggestions
for futurework, respectively.

DESIGN EXPERIMENT

Ten right hand-dominant healthy subjects (males
aged from 20 to 38 years) without any neuromuscular
disordersparticipatedin thisexperiment. To collect two
SEM G signalsfrom the forearm muscl es, one pieces
SEMG signal recording equipment (AD Instrument’s
Power Lab 4/25T) wasused. Thedataacquisition sys-
tem (DAS) hastwo channels, and each channel isre-
sponsiblefor collectingonesEMG signd. Intotd, two
SEMG signalswereacquired from two different fore-
arm muscles, extensor carpi radialisand flexor carpi
ulnaris

Figurel: Two channelssEM G signalswererecorded using
EM G dataacquistion sysem. Thesubject performscosehand
movement and repeatsit fivetimes. Theacquired sEM G sig-
nal wassampled at 1 kHz. Theamplitudeof thesEM G signal
isrepresented ontheY axis.

Thedistance between the el ectrodes correspond-
ing to thesame channel wasmaintained constant for all
of the experiments. All of the subjectswere asked to
perform five movements. Each movement/action was
repeated fivetimes, and each action washeld for five
seconds. Figure 1 showstwo channelssEMG signal
wasrecorded usng EM G dataacquisition systems.

A bandpassfilter with a 10- to 500-Hz bandwidth,
a5b0-notchfilter, and amainsfilter wereused. Thedata
weresampled at 1 kHz. All of thedatawere sesgmented
into consecutive 500-ms epochs. In thispaper, we at-
tempted to recognizethefive hand movementsclarified
inFigure2.

Theblock diagram of the proposed systemispre-
sentedin Figure 3. Thestructure consistsof four steps.
Thefirst step isresponsible to collect and store the
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Figure2: Fiveclassfied hand motions: 1- grip (GP), 2- open hand (OP), 3- catch acoin (CCO), 4- wrigt flexion (WF), 5-wrigt

extenson (WE), and 6- rest position (REST).
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Figure3: Flow diagram showingthekey elementsof the proposed SEM G patter n recognition system. Thissystem mainly
consgtsof threesteps: 1- dataacquisition, 2-featur esextr action which repr esented by wavelet coefficientsand 3- classifica-
tion of theextracted featur evector by usng SVM and PNN classifiers.

SEMG raw data and prepare them to the next stage.
The second step wavel et coefficientswere extracted
fromsEMG sgnd. Inthethird stage, two different clas-
sifierswereemployed to classify five different wrist
moations,

In our research study wavel et coefficients were
used to represent therecorded EMG signdsusing dis-
cretewavel et transform (DWT). Wavelet analysisisa
powerful mathematica tool that has been employed as
afast and effective method for theandysis of bio-sig-

nal 1417, Inthis paper, the selected wavel et families/
sym4, sym5, db8, db10, bior3.3, and coif4 /wereused
to decomposetherecorded SEM G signals. Our expe-
riencefrom previous experiments and theresults ob-
tained by other researchersweretaken into account in
our decision of this selection**819, The MATLAB
computationa softwarewas used to extract thewave-
let coefficientsfromthesSEM G signal andfor theclass-
fication procedure.

Intotal, we analyzed ten subjects, five classified
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movements, two channels, and fiverepetitionsof each
movement, which resultsin total of 500 subsets (10x
5x 2x 5= 500 subsets). The data divided into three
sets, 30% for training, 30% vaidationand 40% for test.

CLASSIFICATIONMETHODS

Inthisstudy two classifierswere sel ected, support
vector machine(SVM), probabilistic regresson neural
network (PNN). Ingenera, classification methodsre-
quireinitial valuesof parametersthat |eadsto compli-
cated calculationg?®.

Support vector machine(SVM)

Support vector machinetheory wasintroduced by
Vapnik. SVM isasupervised learning method used to
solveclassification and regression problems. SYM had
been appliedinmany engineering fiel dssuch as peech

analysis, image processing. SVM exhibits good per-
formancein classification and regression problems.
SVM locatesahyperplanein the predictor space based
on the input vectors and dot products in the feature
space. The dot product can be used to find the dis-
tances between the vectors. SVM locatesthe hyper-
planethat dividesthe support vectorswithout repre-
senting the space explicitly. Moredetailson SVM can
befoundinWang literaturé?l. However, thelimitation
of SVM isitscomplexity, whichison the order of the
number of samplesand not on the order of thedimen-
sionof thesamples?. Another difficulty associated with
the SVM classifier isthat selection of parameter values
for thekernd function®!, Inthisresearch RBF(radia
basis function) kernel support vector machine was
implemented®. The sel ected parameter range of the
RBF kernd function was set to minimum=0.2, maxi-

TABLE 1: Averageclassification ratesusingthe PNN classifier at different decomposition levels(DL ). Thebold numbers
represent the highest classification accur aciesamong thewavelet families.

. . M ovements
Classifier Wavelet Family DL
GR OP WF WE CCoO Average %
3rd 81 83 71 70 75 76
4h 80 79 70 74 73 75
sym4
5th 86 87 78 76 67 79
6th 91 85 77 76 71 80
3rd 75 76 65 76 65 71
4th 85 86 71 75 72 78
sym5
5th 91 86 78 76 70 80
6th 88 91 87 89 85 88
3rd 92 94 98 89 70 89
b8 4h 93 97 92 90 70 89
5th 96 96 94 95 73 91
6th 94 96 95 97 86 94
SVM
3rd 76 85 73 73 69 75
db10 4th 88 85 77 76 67 79
5th 93 96 93 91 83 91
6th 95 98 92 94 90 94
3rd 82 82 86 82 76 82
. 4h 87 82 83 80 85 83
bior3.3
5th 87 89 87 87 90 88
6th 82 89 89 85 86 86
3rd 92 90 87 95 89 91
. 4th 93 96 92 89 88 92
coif4
5th 96 95 95 98 76 92
6th 97 95 95 96 89 94
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mum 25.
Probabilisticregression neural network (PNN)

The PNN wasfirst introduced by Specht (1990).
Thiskind of neurd network consstsof four layer, input
layer, pattern layer, summation layer and output | ayer.
PNN based onthe Bayesian classificationand classical
estimatorsfor probability densty function (PDF). PNN
estimates the PDF of features of each classfromthe
availabletraining samplesusing Gaussian kernel 25281,
Parzen estimate (F) defined by equation (1):

(X_Xi)T(X_Xi)

202 @

FAx)%Zexp
2(7r)2 o™

F : Parzenestimateof PDF for pattern P1; X; : If the
jth training pattern for pattern P1; n : number of train-
ing patterns, m : theinput spacedimension; j : patern
number.

o : adjustablesmoothing parameter.

The performance of the PNN classifier depends
on thesmoothing parameter & value. Thisvauecon-
trolsthenon-linearity of the decision boundariesfor the
PNN network. In this study, the & valuewasin the
range minimum-=0.05, maximum=0.5instepsof 0.01.

RESULTS

Thisresultisdeduced from TABLE 1:

Theresult of thisinvestigation showsthat thehigh-
est classficationratewas 96% and thisratewasachieved
using the PNN classifier based on coif4 at sixth de-
composition level. Also theresults of our experiment
demongtrated that theuse of wavelet familiesat ahigh
decomposition level increasestherecognition rate of
hand motions.

Based onthedatashowninthe TABLE 2, the uti-
lization of theSVM dassfier givesthefollowingresults:
SVM classification algorithm was employed to differ-
entiate hand motions. To extract thewavel et coefficients
fromtherecorded SEM G sgnd, thesamewavel et func-
tionswereimplemented, then the coefficientswasin-
troduced into SVM classifier. Inthisresearch, we used
SVM polynomid kernel function (PLN). Wefound that
thebest classification rate was 94%, and thisratewas

TABLE 2: Averageclassification ratesusngthe SVM clas-
sifier at four different decomposition levels(DL).

M ovements
GR OP WF WE CCO Average
3rd 86 93 77 89 76 84
4th 89 98 93 76 76 86

Classifier Wavelet Family DL

sym4
5th 76 95 93 88 85 87
6th 95 82 76 95 97 89
3rd 86 84 79 85 87 84
4th 76 93 84 93 88 87
sym5
5th 76 93 84 93 88 87
6th 89 96 89 95 76 89
3rd 95 79 80 76 76 81
b8 4h 96 89 92 86 76 84
5th 95 84 88 88 76 86
6th 90 93 77 76 82 88
PNN
3rd 93 79 80 76 76 81
db10 4h 87 76 8 76 95 84
5th 84 79 88 76 93 84
6th 83 93 91 93 88 20
3rd 76 84 88 83 76 82
bior3.3 4h 88 93 77 76 82 83
5th 91 89 88 84 89 88
6th 90 89 85 89 87 88
3rd 92 91 95 83 90 91
. 4h 91 93 92 89 90 91
coif4

5th 95 96 89 93 86 92
6th 96 96 95 96 95 96

Classification method

[Isvm
BPNN

classification rate%

ad

dec®

Figure4: Comparison of the performance of two classifiers
PNN and SVM. Six wavelet functionswer eutilized (sym4,
symb5, db8, db10, bior 3.3and coif4) at thethird, fourth, fifth,
and sixth decomposition levels.
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obtained using coif4, db8-10 at six decomposition rate.
Alsoitisobviousthat increasesinthe decomposition
level of thewavel et family increasestheclassification
ratevalue. In contrast, the highest misclassification of
29% wasobtained using the SVM classifier based on
symb at the third decomposition level. Theseresults
aregraphicdly shownin Figure4.

In generdl, it isobviousthat the performance of
PN isbetter than that of SVM for the sl ected wave-
let families(symé4-5). Our experimenta resultsalsodem-
ondrated that the coif4 wave et functionexhibitsastable
and robust performancefor PNN and SVM withahigh
classification rate (higher than 90%) for dl of the stud-
ied decompositionlevels.

CONCLUSION

In this study, we succeeded to achieve 96% high
classficationrateby usngthe PNN classifier based on
coif4 a thesixth decompodtionlevd. Thisresultiscon-
sderedtobeahigh classficationratein casefivehand
motionsare recogni zed based ontwo SEMG signdls.

Thismanuscript a so showsthat the performance
of two recognition algorithms (SVM, PNN) using Six
wave et functions (symé-5, db8-10, bior3.3, and coif4)
leadsto different average classification accuraciesrang-
ingfrom 71%to 96%. Theseresultsshow that thechoice
of aproper waved et family and the decompositionlevel
isanimportant step beforethe classification.

Wefound out that the placement of SEMG elec-
trodes, wavelet familiesand classification method play
amagor rolein determination of hand motion-classifi-
cation accuracy. But shifting in the électrode position
will provideacompletely different SEM G signal that
leadstototally wrong result. While choosing aproper
wavelet family at a specific decomposition rate and
implementingarobust PRagorithm sgnificantlyimprove
the accuracy rate 25%.
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