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ABSTRACT

Neural network algorithms has been paid very high attentions in each
field, dueto its relative strong self fault-tolerant ability and self-training
learning ability as well as other good advantages, it has great applied
prospects in competition rating of sports competition performing events
or events with performing properties. The paper just based on the
superiority, it constructs BP neural network model, the algorithms useface
moving instant expression to make intelligent recognition, and
comprehensive adopt foreign facial expression database to teat onit. The
result showsthe model isreasonable, so using BP neura network algorithms
to carry out face recognition and expression analysis has obvious
superiorities, neura network model provides extremely wide devel opment

space for sports performance mode recognition model researching.
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INTRODUCTION

Present pattern recognition hasaready mapped into
each corner of life, pattern recognitionisparticularly
important for future recognition system establishment,
especially for sports competition performing kind of
events, human body pattern recognition isbecoming
more and moreimportant, and nowadaysmost applied
isfacia movement expresson recognition.

Regardingfacia expression recognition aspect re-
searches, lots of people have made efforts, and got
achievements, which providesbeneficid conditionsfor
scholarsfromdl circlesof society making researchand
providesimpetusfor scientific facerecognition devel-
opment. Such as: Zuo Kun-Long in face recognition

research, he proposed that face recognition had sev-
erd ways, fromwhichtheactive gppearancemodel was
utilizing human face uneven featuresto extract festure
points, and using handwork to mark, but theway con-
sumed long timeand wastedious, so he proposed face
recognition semiautomeatic auxiliary marking sothat im-
proved features pointsextracting manual efficiency.
The paper onthebasi sof previousresearch resullt,
it analyzesface movement recognition required meth-
ods, and applies BP neural network to carry out pat-
tern recognition on people sportsexpression, combines
with databaseto do experiment and state the method
implementation and application, theresearch result has
important effectson establishing neura network human
body movement expression recognition pattern’sre-
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searches.

BPNEURAL NETWORKSFORMING

BP neural network theoretical model establish-
ment

Hierarchica neurd network isoneimportant mode
of neura network, isonekind of two main connection
ways, the most important isthat it isakind of feed
forward and multiplelayer’sonekind of important net-
work model or method, its hidden layer only hasone
form, and itsbasic structural formunitisnervecell, as
following Figure 1 show.
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Figurel: Neurone

BPneura network generdly isusing output layer,
hidden layer and input layer such threelayersto build
BPneura network mode’sstructurd frame, asfollow-
ing Figure2 show:

The input layer

The hidden layer

The output layer

Figure2: Neural network theory process

Meanwhile, though thereare no any connections
among them, their nerve cellsare mutual correlated.
Thea gorithm learning processis composed of two di-
rectionsthat arerespectively forward direction process
and reverse two propagation processes, from which,

forward propagationis: "€t = Zj:wlikoliil
Inaboveformula, | —1 represents number of lay-
ers, isexpressed by o), and when output | piecesof

units nodes, the input is the k sample, then
0} = f(net})
Reverse propagation:
@ Ifinputunitnodeis j ,then o), =y,
Amongthem, use | asactua output unitwhichis
expressedby v, .5} = ~(y, — Vi) f' (net},)
@ If input node is notj,

5y = Z&'nfa),'glf '(net},)

unit then
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Among them, the processfrominput layer to hid-
den layer and then transfer to output layer isinforma
tion forward direction propagation, but onceend can-
not get corresponding output result, it will automatically
turn to reverse propagation, and themode weight val-
uesdefining and adjustment are adopting reverse propa
gationlearning agorithm. Theadgorithm canthoroughly
reflect their inner features, thereforeit overcomesgrey
model and multipleregression serioudy shortcomings.

Onenervecdl k isexpressed by following formula:

Ye = f (uk + bk)
In aboveformula, nervecell unit threshold value
ish, , inlinear combination, input signal outputisu, ,

outputsignd isy, , protruded weightisw,, , input sgnal

isx, , and meanwhileactivated functionis F() , corre-

sponding functionformulaisasfollowing:

Due to BP neural network nerve cell does not
change; corresponding modd isasFigure3:

For BP nerve cell, its input end is:
net = X, W, + X, W, +---+ X, W,

In above formula, connection weight value:

W, W,, -, W

n

Inputvaue X, X,,--, X,
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Figure3: Neural network operation process

Thesenervecdlsal activated functionsuse S type
function, thefunction not only iscontinuous but also
canderive.

Neural network lear ning process

Neural network ismainly up to two aspects. model
parameters, features, from which parametersinclude
learning rate, hidden layer, stopping criterion, asabove
Fgure 3show, learning processstartsimplementing form
initidized network, and theninputstheinput layerintoa
training corresponding mode, after network transitive
signa recognition, it definesoutput vauesizeand auto-
matically setsamatching minimumvaue, whenerror is
out of thevaue, syssemwill automatically circulatethe
functiontill error reducesto givenrange.

Original datastandar dization process

Definethat between O and 1isBP neura network
nodevaue, if input information hasn’t arrived a hidden
layer, then the nodeis O, therefore to avoid the fault
status, we adopt standardi zation handling with these

origind data, adopt: h=+/m+n + a

Hidden pointinitial number values can bedefined
by formula(2), thatis:
S =int \/0.43nm+ 0.12n* + 0.54m+ 0.77n+ 0.35+ 0.51

Among them, inabovetwo formulas, a isacon-
stant, and isanumber between 1and 10, n, m arethe
number of output and input nodes. We work out an
initid vaue by relaiveformula, and then solveit gradu-
dly.

Defineerror

Assume when outputs network, error value is:

1 2
Ex ZEZ(YW _Ojk)
J

Weassumethat =Y g, isthesum of the model
whol e process generated output errors, and in above

formula, actua output vaueiso,, , ideal output value

ISY k-

REGARDING FACE RECOGNITIONAND
MOVEMENT EXPRESSION’SBPAL GO-
RITHM APPLICATION

Neural network structural lear ningamong classes

Inmoderntimes, avery typica perceptionisthree
layers, anditissmultaneoudy composed of network 1
and network 2, network 1, 2input valuesareA, B two
parameters values, network corresponding distance

criteriaD isusedtocalculate d ,;, and D ,, expecta-
tioniscalculatedd by experiment finally obtained re-
aults, welet different expressonsaccording to follow-
ingformula:

Do =X (6" =X T, 3 (6~ X))

If itisamong samekind, then set expectation value
distance to be 0, on above ; rate factor represents
current compares to expression kinds, its range is
0<A1<1, in addition, A, BeS

happy, surprise,sad,angry,
fear,disgust, neutral !

Start«

v

Features were extracted from a single eve and mouth«

v

Strung together a set of vectors+

v

Good data entry training-

v

Caleulation and outputsthe results

Figure4: Classification process
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Expression recognition classification

After carrying out neural network training among
classes, adopt sngle BP neurd network to proceed with
expression classified recognition, and then test facial
partia expression’simagefesatures, useclassficationto
recognize, itsflow chart isasFigure 4 show:

I nter cept expression image database sour ce

Accordingto Nihonuniversity, Ydeuniversity about
facerecognition researches’ database, intercept facia
sevenexpressionstha mainly are:Disgust, surprise, fear,
sad, happy, neutral, intercepts 500 faceimages, these
datatotally dividesinto two groupsto test, each occu-
pies half that are respectively test data, network train-
ing data, every imageintercepts eyesand mouth image

information, and then normaizestheinformation, after
standardization, by sampling processing, it trainsneura
network recognition, extract 80 in every input layer, so
totally input 160, usethreelayers’ neura network asa
BP network classified recognition system, number of
output layersis4, number of hidden layersisdesigned
as 10, we assume momentum factor is 0.5, learning
factoris0.2,and ; isset as0.7, and then two expres-

sions’ expectation D ,, resultisasTABLE 1 show.

After expressonimagefeaturesextracting, obtained
expression classification test result, itsaverage recog-
nition rateis92%, each kind of expression recognition
rateisasTABLE 2 show:

Inthisexperiment, by database, intercepted partia
people’sexpressionisasFigure5 show:

TABLE 1: Expression pair sdistanceexpectation value

Expression . : o : . , ,
(A.B) Fear-surprise Angry-disgust Surprise-disgust Happy-disgust Fear-disgust Sad-angry Happy-surprise Sad-surprise
DA 0.7 0.6 0.4 04 0.3 0.5 0.6 0.6
Expression ) ] ) ]
A B) Happy-sad Sad-disgust  Fear-disgust Surprise-angry Happy- angry Fear- angry Happy-surprise
DA 0.7 0.5 0.4 0.5 0.3 0.5 0.6
TABLE 2: Expression typerecognition rate
Expression type neutral disgust fear angry sad Surprise Happy
Recognition rate 87.9 93.6% 89.9% 92.5% 87.8% 94.6% 93.2%
recognition BP neura network algorithm, andit also
appliesspecificexamplesto verify, theresult showsthe
modd structurd rationality. By establishing BPneura
network model to recognize face movement expres-
son, thoughit till havetiny deviationwith redl person,
a b C d e f

Figure5: Part of theface
In the database, no matter men or women, old or
young, different people’sexpressions, each orientations’
oneall areincluded, by different comparing, it can es-

tablish ardative stableface movement expression rec-
ognition database.

CONCLUSIONS

The paper not only introduces performance mode

itisalready very advanced by comparing with other
agorithm, sothemode makesindelible contributions
for futuremoderecognition researching. Regarding face
recognition and expression anadysisthat affected by lots
of factors, use BP neura network method to recognize
that showsit hasobvioussuperiorities.
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