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ABSTRACT

Web page not only has text messages, but also contains hyperlinks that
points from one page to another one and hyperlinks contain potential
annotations. Lots of Web hyperlinks information provides relative Web
page contents correlation, quality and structure aspect information, the
information reflects documents containment, quotation or affiliation
relations. And Web structure mining is mining derived knowledge from
World Wide Web organization structure and link relations on Web pages
link structures. Ininformation searching, it can regard high authority score
and pivot score’s webpage as high quality webpage, during searching
process, it priority providesit to users, inthisway it can discover network
community by analyzing hyperlinks’ topology and construct a digraph for
searching result or assigned webpage set. The paper on the basis of
introducing Web structure chart, it analyzes Pagerank algorithm applied
merits, and then researches on block matrix-based Mapreduce PageRank
algorithm, the method uses block matrix thought to reduce every time
iteration mixed phase and rank phase time consumption so that let every
time iteration only execute one Mapreduce phase, for the algorithm, the
paper compares it with other two algorithms, gets that the algorithm
superiority degree on operation time that provides theoretical basis for
Web structure mining techniques. © 2014 Trade ScienceInc. - INDIA
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INTRODUCTION

Datamining technique hasbeen rapidly devel oped
since 1990s, theoretical researches have been consid-
erabledespen, andit hasbeenwiddy gppliedindl fidds,
itsresearch rangeincludesassociation rulesmining, das-
gficationrulesmining, dustering rulesminingandtrend
anaysisso on aspects. Meanwhile, in current informa:

tionworld, Internet playsquality rolesininformation
transmitting effectsamong people, with Internet rapidly
devel opment, network hasa ready devel oped into con-
stantly expanded distributed information space with
three hundred million pages, fromwhich coverstechni-
cd data, commercid information, newspaper report and
entertainment information aswell asother lotsof het-
erogeneous medi um unstructured information, unstruc-
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tured datanearly coversaround 80% of enterprisein-
formation sources, and database data only occupies
around 20%. Therefore, expand datamining research
objectsrange, it should morefocuson ungtructured data,
such as: text, network page, e-mailsand so on, now
network mining, text mining and multimediamining
emergeat theright time. InWorld WideWeb organiza-
tion structureand link relations, for thetext, except for
having certain link nodes, World Wide Web can pro-
videuseful information beyond documents contents, use
theseinformation can rank the pagesand discover more
important pages, quote documents tend to be more
objective, general and accurate on quoted documents
explanation, itishelpful for automatic deducing page
authority, it can construct adigraph for searching re-
sults st, from which every noderepresentsawebpage,
nodes directed edges represent hyperlinks, inthisway
it can generate Web graph, use datamining theory to
implement a gorithm on modeled Web topol ogy that
providestheoretica method for Web structuremining.

The paper on the basis of previous research re-
sults, it analyzes Web structure chart and PageRank
algorithm, discussed Mapreduce-based PageRank al-
gorithm that providestheoretical basisfor Web struc-
turemining, and usesexperiment to verify thea gorithm
vaidnessand accuracy.

WEB STRUCTURE MININGANALYSIS

Web structureminingisminingWeb pageslink struc-
tures. By analyzing hyperlink topol ogy, it discoversnet-
work community, to search results, it can construct a
digraph, such structured digraph is called Web graph.
Inthefollowing, it analyzes Web structure graph con-
ceptandlink relations.

Web graph structureconstruction

Webitsdlf hascertain stability and quantizablefea
tures, therefore use some random sel ected \Web sub
set to analyze Web propertiesisfeasible. From the per-
spective of graph theory, it can regard Web asonedi-
graph that locatesin physical network G(v, E), and can
abstract understand Web as network graph, fromwhich
node set \/ corresponds to Web webpage, PDF and
other documents, and frontier set g correspondsto
nodes hyperlinks. Therefore, it constructs Web whole
systemgraph, hyperlink isabond of information mutua

BioTechnology —

connections, it reflectsnetwork information unitsrela
tions, as Figure 1 showed Web graph.
In Figurel, nodethat iscomposed of webpageis
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Figurel: G figurelink relations
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usingset v toexpressasformula(l) show:
v ={1,2,345,6,7,8} )
Directed edge set that is composed of webpage
hyperlinksisusing g toexpress, asformula(2) show:
_ {1 —»225345>345545>64>85> 4,} @
6>56>78>78—5>28>18->4
Stipulatethat any twonodesin Figurelis p,q p=q),
then node p hasapieceof hyperlinksthat pointsto q,
which represents asp—q, then q is p Outlink
webpage, p is q linked page, setF(p) isnode p
pointed other nodes set, in Figure 1, F(4)={3568],
setB(p) ispointed node p other nodesset, inFigure1

B(4)= {58}, definenodes Outlink amount isnode out-

degree, nodeInlink amount isnodein-degree, thenin
Figurel node4 out-degreeis4, in-degreeis2.

Link relationsmatrix construction

Preprocess with Web obtained results and get a
URL list,andfor every URL, definean|D, when parse
Web webpage, parse hyperlink reaions, formintolink
relationsdataset, as TABLE 1 show thelink relations.

Accordingto Figurel,itlistsout TABLE 1link
relations datatable, rel ation represents corresponding
ID outlink, regulatewhen any two nodeshavelink ra
tions, it representsas 1, whenthey don’t havelink rela-
tions, it representsas0, inthisway it can get Web graph
adjacent matrix expression, asformula(3) shows:
000
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TABLE 1: Link relationsdatatable

URL ID relation
http://asaaacsaaaasaaalindex.html 1 152
http://bbbbbbbbbbbbb/index.html 2 2—->3
http://ccceeccecceecec/index.html 3 0
http://ddddddddddddd/index.html 4 4—-534—-554—->64—->8
http://ecceeceeceeeeee/index.html 5 554
http://ffffEFFFFFEFEFEFEFEFf/index.html 6 6->56->7
http://g99g999g9gggg/index.html 7
http://hhhhhhhhhhhhh/index.html 8 8->78—->28—->18—-4

Informula(3) elementsisexpressed by every line
corresponding outlink existence or not, when exist
outlink, itis1, whendon’texist outlink, itisO, but when
node scaleisgreat, adjacent matrix haslotsof O, itis
relativedifficult toimplement algorithm, soin order to
save usel essstoring space, it can equivaently express

adjacent matrix asformula(4):
(6 =fup}
1:2 1:8
2:3 2:18
0 3:24
1 4:35,6,8 4:58
o= PB=
5:4 5:46 (4)
6:57 6:4
0 7:6,8
8:1,24,7 8:4

Informula(4) «, 37 respectively express corre-
sponding ID outlink andinlink, by formula(4), itisclear

TABLE 2: Corresponding node out-degreeand in-degree
table

Card[F(p)] Card[B(p)]

1

o N o oA WN | T
A O DN PFP MO P P
P NP NDNDNDNMNNDN

that node out-degree and in-degreeareas TABLE 2
show:

PAGERANK ALGORITHM DESIGNANALY-
SISAND IMPROVEMENT

Ininformation searching process, it needsto look
for useful information from massiveinformation, there-
forefor Web structure mining algorithmis particularly
important, by far themost classical Web structure al-
gorithmisPageRank agorithm. Inthefollowing, ana
lyzethed gorithm, and put forward improving opinions.

Algorithm analysis

PageRank algorithm relies on webpage hugelink
structureto reflect every page quality, the paper takes
hyperlink that points webpage p to webpageqas
evaluate webpage q authority score, when q in-de-
gree value becomes bigger, then itsauthority will be
higher, of courseawebpage, PageRank value not only
considersitsin-degreevaue (inlink amount), but also
considersin-degree valuethat pointsto webpage q
webpage p, and so on, it can get PageRank value.
Based on above principle, it can get PageRank value
(webpage q authority score)decisvefactorsinclude The
webpage inlink number and backward chain source
pageinlink number. Dueto apagewill point tolotsof
other webpage; theseweb pagesauthority vaueisequd
distributed by the webpage PageRank val ue pointsto
it. If in Web, webpage number isusing n to express
then webpage q PageRank value computational
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method isasformula(5) show:

pr (p)
Card[F(p)] ©)

pria)= ),
(p.g)eE

Informula(5), Card[F(p)] representswebpage
p out-degree, pr(p) represents webpage p

PageRank value, (p, q) e E representshyperlink that
exists p — g, itcanregardformula(5) formulaasan
piecesof unknown numberscontained n order linear
equation s, then pr isusing n dimensions’ PageRank
vector to expressasformula(6)show:

pr = [pr (2),pr (2),---,pr(m]’ )
Cdculation principleisasFigure2 show:

-|Web3
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Figure2: PageRank algorithm principle

In order to change adjacent matrix each column
vector sum after trangpositioninto 1 (total probability),
S0 let each vector compareswith respectivelink num-
ber, therank array iscalled transposition probability
matrix, due to PageRank don’t focus on how many
placesit | inksbut how many placesarelinked, then
PageRank matrix can useformula(7) to express.

1
,Wh s E
Cardirp) P AE )

0,0Others

In PageRank algorithm, if there are web page

T
qu_

B --- P, havelinksthat point to webpage A, then set
PR(A), PR(R)--- PR(P,) respectively to express
webpage A, B---P, PageRank value, parameter d
representsaskip coefficient, and d < (0,1), inthepa-
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perittakes d = 0.85, o A) represents A out-degree,
thenwebpage A PageRank value PR(A) expression
isasformula(8) show:

PR(A) = (1-d)+d 21: P;g;) ®
Formula(8) vector computational methodisasfor-

mula(9) show:

P=dATP+(1-d)e 9
Traditional PageRank agorithm pseudo codeisas

Figure 3 show:

PageRank-Iterate { G )
1 B« (1-d)e

2 k<1

Repeat

Lad

4 B« (1-de+dd" P,
5 kek+1

6 il [B,-R|<¢

T return P

Figure3: Traditional PageRank algorithm pseudo code
Algorithm conver genceestimation

Inided state, PageRank algorithm needstoiterate
n times nisnumber of Web nodes. But in actual appli-
cation process, it doesn’t need to speed long timeto
iterate so many times, aslong asPageRank valueisina
reasonablerangethenit can arrive at user demand, the
paper appliesformula(10)asjudgment algorithm con-
vergent criterionto refl ect Web graph convergence speed:

—”Pk — Pk*l" <g (10)
n
Andsetthat informula(10) ¢ = 0.000001, When
meet formula(10), wethink agorithm arrivesat con-
vergence. Thereforejudge aWeb graph convergence
peed, firgtly isfocusi ng on edge number and node num-
ber ratio, theratio gets bigger and convergence speed

will get dower.
Algorithm deficiency analysisand improvement
PageRank a gorithm iscal cul ating page authority
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agorithm by off-lineway, the purposeisto get author-
ity score quantized value, therefore in information
searching process, it hasfaster reaction capacity, tothe
agorithm, we should morefocus on the problemsthat
inonehandistoimprovejudgment webpage authority
accuracy rate, intheother hand, itistoimprove algo-
rithm executi ng speed and reduction memory consump-
tion.

Deficiency

Whenwebpageamountisextremely big, it will leed
to node numbers become more, and also causes\Web
graph adjacent matrix magnified, Web graph adjacent
matrix mostly issparse matrix, now lotsof storing re-
sources and cal culation resources are vacantly occu-
pied.

I mprovement

Withinternet constantly devel opment, webpagein-
formation dataamount has already become massive,
saveand cal culatewebpagelink relationsa so need to
beimplemented through large-scale parallel system,
therefore PageRank a gorithm paralldlization devel op-
ment becomes necessary, MapReduce-based
PageRank a gorithm emergesat theright moment.

MAPREDUCE-BASED PAGERANK AL GO-
RITHM

MapReduceprogramming principle

M apReduce frame uses map and reducetwo func-
tionstoimplement datacuttingand merging, MgpReduce
mode hasan advantage of high abstraction, themodel
includes Map function,Reduce function and <key,
value> pair thesethree core parts.

*Map Function

User defined Map function recaivesinput detadice
generated <key, value> matching, then generatease-
riesof medium <key, value> matching, MapReduceli-
brary respectively polymerizesevery possessed same
medium key medium value and sendsto Reducefunc-
tion.

*Reducefunction

Reducefunctionreceivesamediumkey anditscor-
responding value set, meanwhileprovidethekey vaue

set intheway of integrator for Reduce function, now
user defined Reducefunction summarizesthesevaue
and outputsthem. Reduce generdly isused to summa
rize data, programslarge scale dataand gets smaller
data, such as: Implement a’+” operationthat isreturn-
inginput datavauelist sum.

*<key, value> pair

<key, value> pair iscomposed of value represen-
tativetask related dataand key representative value
grouping codestwo parts, value needsto beput inthe
corresponding groupsto participatein cal culation pro-
cess. Therefore, <key, value> pair can beregarded as
programmer supplied communication interface.

Map task and Reduce task is a entirety, insepa
rable. In onetime M apReduce process, Map tasksare
inparadld, Reducetasksinparale, and Map task and
Reducetask arein serial, onetime MapReduce pro-
cessisin seria with next time MapReduce process,
these operations synchronization is ensured by
M apReduce system. In addition, MapReduce can a so
expressfollowingfivekindsof problems.

Distributed sear ching

M ap function according to ass gned modeto match
to specificline, and transfer it to Reducefunction, Re-
ducefunction takesthese medium resultsasfina result
outpuit ;

URL access frequency statistics: Map function
handles with webpage request log, output<URL,
1>.Reduce functions makes accumul ation on same
URL, combinetheminto<URL, Tota> pair;

Invertedindex: Map function analyzesevery docu-
ment, and then generates a (Word, Document NO.)
pair sequence. Reducefunction received agiven word
all pairs, rankscorresponding documentsIDsand gen-
eratesa(Word, ID List)pair, al output matching forms
intoasimpleinvertedindex, inthisway it can simply
increasethis position tracking cal cul ation;Host term
vector: aterm vector uses a(Word, Frequency)list to
summarizemost important wordsthat appear inadocu-
ment or adocument set. Map functionisthat every
input document generating a(Host name, Term vector)
pair. Reducefunction rece vesgiven host dl documents’
term vector, and add thesetermsvectorstogether, get
rid of low frequency term, and finally generatea(Host
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name, Term vector)pair;

Reverse network connection graph: Map function
outputs (Target, Source) pair to every link, every URL
iscalled Target, pagethat containsthe URL iscalled
Source, Reducefunction according to givecorrelative
target URL sconnectsal sourcesURLsand formsinto
aligt, and generates(Target, Sourcelist)pair;

Block matrix principle

Dueto PageRank algorithmisaiterativecalcula-
tion process, after iterating every time, itissavedin
memory that is used to next time iteration, so
pardldization, PageRank dgorithmevery timeiteration
is a MapReduce calculation process. Block matrix
multiplication thought solvess ow operation problems
when transition matrix Size surpassesmain memory, as
Figure4 show block matrix multiplication thought.

In Figure4, according to block matrix thought, set

block sizeas?2, B, ; representsamatrix block, V; rep-

resentsavector block, then matrix multiplication changes
into new vector by compounding after every vector
block and its corresponding matrix block multiplying,
thea gorithm canimplement pardld effects.

arooEo
== Rk
Sl e =
= = i
O DS R
oMo oo

u Pl

Figure4: Block matrix multiplication thought
Web data set data block classification

MapReducephase 1 functionisclassfyinglink re-
|ations expressed Web dataset into matrix block form,
firstly read TABLE 1 link relations and take them as
input, use setting block sizeto reducetotal number of
blocks, index in every block isequal to every webpage
node. Total vector block number isequd to (nodeNum-
1)/blockS ze, every block maximum index number is
(nodeNum-1)modblockS ze, in TABLE 3 showed link
relationshblocking expression.

In MapReduce phasel, Map method input and
output areas TABLE 4 show.

In MapReduce phasel, Reduce method input and
output areas TABLE 5 show.
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TABLE 4: Map method input and output table

Input Page i Page |
Key:block_id

Valueiin_block id(page i) page j

Output

TABLE 5: Reducemethod input and output table

Input Key:block id
Valuelist[in_block_id(page i) page j]
Key:block id
Value:PageRank(i), Linkgys, ..., Yl
Output

...PageRank(i+blockSze-1), nextlinkdyy, ...,
Vel

Block matrix thought-based parallel PageRank
algorithm

Iterative phase Map methodisreading phase 1Re-
duceoutput from HDFS, index in every nodeblock is
[(page/blockSize)-1], Iterative phase Reduce reads
Map output list, maximum block size is nodeNunv
blockSze-1, index value in maximum block is
nodeNum %/blockSze-1.

Mapper reads initial data and generates partial
PageRank valuefor every block index point, Reducer
combinesall parts PageRank valuefor every block in-
dex point, and generates new PageRank vector result
s, inagorithmtemplaeeffectisused torecord origi-
nal value, before Reduce process ending, assembles
every block every index PageRank value and original
recordto usefor next timeiteration. After iteration end-
ing, parseblock record into every node PageRank vector
structure set, it can get result.

Block matrix algorithm calculation speed contrast

InMapReduce, there arethreekinds of PageRank
agorithmsthat arerespectively M apReduce PageRank
agorithm, low iteration a gorithm and the paper’sblock
M apReduce PageRank algorithm, TABLE 6 reflects
threea gorithms contrast on the sametask executing
time

AsFigure5 show threeagorithmstrend figure.

In Figure 5, green line represents blocking
M apReduce PageRank executing time changetrend
graph asWeb edgesincrease, pink lineand yellow line
respectively represent M apReduce PageRank execut-
ingtimeandlow iterationagorithmexecutingtimechange
trend followed by Web edges, by Figure5, itisclear
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TABLE 6: Threealgorithmsexecuting time on the sametask

Edgestime Blocking M apReduce PageRank MapReduce PageRank Low iteration algorithm
algorithm executing time executing time executing time
235 ten thousand 75 79 100
505 ten thousand 100 110 135
750 ten thousand 120 131 169
3.5ten million 1101 1199 1502

000

1500

1000

c00

0
1000 3000 a00nn

Figure5: Calculation timecontrol chart

that blocking M apReduce PageRank executingtimehas
higher superioritiesby comparing with other two.

CONCLUSION

Block matrix thought issuccessfully applied into
Web structure mining technol ogy, and it has higher su-
periorities by comparing with other a gorithms; the pa-
per provided algorithm pseudo code can be imple-
mented in generd programming software; information
exchangeplayscrucid rolesin socia development, and

Web structuremining technology hashigher constraints
oninformation searching effects.
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