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ABSTRACT

Effective prediction of financial failures has been of great importance to
Chineselisted companies becauseit can exert abig influence upon financia
decisions to be made by investors, creditors and banking officers. For
this purpose, neural network method has been introduced, and it has
become a hot spot in this domain.

LVQ (Learning Vector Quantization) neural network method isadopted to
set up a prediction model of financial failure in accordance with latest
financial data of 14 listed companies. Repeated training and learning of
the sample bringsLV Q out. A comparison between LV Q and traditional BP
(Back Propagation) has proved that LV Q agorithm hasahigher prediction
accuracy, which indicates that LVQ neural network method will enjoy

KEYWORDS

LvQ
Neural network;
Financial failure;

Prediction.

good application prospect in thefield of financial failure prediction.
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INTRODUCTION

Financid failureisaso known asfinancid difficul-
ties, and themost seriousfinancid difficultiesistheen-
terprise bankruptcy. When an enterprise hasno ability
to perform the contract, to pay interest and repay the
principa creditor, theenterprisewill facefinancid fail-
ure. Infact, theenterprisesinkinginto financia distress
and bankruptcy isagradua process, most of theenter-
prisefinancid failureiscomposed of abnormd financia
Stuationto deteriorate, eventually lead tofinancid fail-
ureor bankruptcy. Therefore, theenterprise’sfinancia
faillurenot only haveaura, and it ispredictable. With
China’saccessiontothe WTO, thefinancid bankingis
become more and more competition. Correctly predict

enterprisefinancid fallurehasanimportant practicd Sg-
nificance on protecting therightsand interests of inves-
torsand creditors, preventing financia crisisfor theop-
erator, monitoring thequality of listed company and se-
curitiesmarket risk for the government management de-
partment.

This paper mainly studiesthe prediction method
based on thefailure model of LV Q competition artifi-
cial neura networksinthefinancia, outlined thebasic
principlesof financial failureand the concept of LVQ
neural network. Regarding thefinancial failurepredic-
tion problem asaclassification problemwith thelearn-
ing vector quantization network provided by Matlab7.0
neural network tool box.
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LVQNEURAL NETWORK ALGORITHM

Introduction totheLVQ Neural network algorithm

LVQ Neura network has many advantages,for in-
stance, a good network performance, fast training
speed, lessnumber of neurons, high recognition rate,
simple network structure, and doesnot requirethein-
put vectorsare normalized, orthogonal, only need to
direct ca culation between theinput vector and the com-
petitivelayer distance,which can complete very com-
plex dassficaionthroughtheinteraction of internd unit,
itisalsovery easy to design conditionsof variouscom-
plex dispersed domains convergesto the conclusion.

LV Q network, soto speak, therefore, hasthevery
good model classification features. Designers do not
need to construct complex inthe process, even nonlin-
ear processing function to construct. In addition, the
LV Q network shows stronger than BPnetwork infault
tolerance and robustness, and it isnot easy to lead to
the collapse of the system.

LVQ network Algorithm principle
LVQ network learningrules

Beforetheintroduction of network learning rules,
first definesavariable. Assuming theinput vector input
layersfor

X = (X Xy X)) @
Of them, M isthe number of input neurons.
The connection weight matrix betweeninput layers
and competitionlayersis

W = (W WE e W) 9 W = (W

Inw, ,i=12,.,p, j=12,..,M showing the

connection weightsof neurons between thei neurons
of competition layer and thej neuronsof input layer. P
isthenumber of neuronsin the competition.

The output vector of thecompetitionlayeris

w,) @

V=(\,v,,.,V) ©)

The connection weight matrix of neurons between
competition layer and output layer is

W2 = (W W WE) W = (W5 W) ()

Inw, k=12,..,N, r=12,..,p,showingthe
connection weights of neurons between thek neurons

of output layer and ther neurons of competition layer.
N isthenumber of neuronsintheoutput. Each neuron
of thecompetitionlayer classfiesinput spaceby learn-
Ing prototypevector. The competition layer through the
study isnamed subclass, and the output layer through
the study isnamed target class.

Thestudy of the LV Q network combined with com-
petitive learning and supervised learning has rules.
Therefore, it needsaproper network behavior example
for training network. Assumethat therearethefollow-
ingtraningmodethatis

Xt 6t e { Xt )
Among them, each target output vector

t.(i=12,..,Q)hasonlyacomponenttol, al other

components for 0. In order to carry on the learning
process, usudly each neuron of thecompetition layer is
specified to each output neuron. It can be defined ma-
trixyy?,w? column meanssubclasses, and linemeans
classes. It’sonly a*“1” in each column and this shows
that the subclassbel ongsto theclassof thisline.

only rek

"o =0 it rek ©
w2oncedefinedwill nolonger change, neural net-
work learning isthrough theimproved Kohonenrule.
Change w:*. Ineach iteration process, aninput vector
provided to the network, cal culate each prototype vec-
tor and the di stance between and through the competi-
tivelayer, and the distance to the nearest neuron gain
competitivevictory, thefirst eement of theoutput value
is set to 1, the type can be calculated to the output
vector vauenamdy
Y =W (6)
Obvioudy, each componentin y isonly anonzero
elements. Assuming that the number isi”, inthisway,
that isshow that x isassignedtotheclass.

Thefollowing analysisof theclassification results

Fird, if theclassificationiscorrect, namely, if , the
hidden neurons of winning will moveaongthe direc-
tion, thewinning hiddenlayer neuronswill moveaong
with thedirection of , according to thefollowing cor-
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recting competition layer weight vector:

iD= O n(pr)—iT @) O

Second, if theclassificationisnot correct, that isto
say, v, =1.7. =0anditrepresentsthefa sehidden
layer neuronswin by competition, thenit movesthe
neuron weightsfrom Xand modifiestheweight vector
of thecompetition layer as

MG+ =i" O -n(p+)-i" @) ®

Among it ;<(0.1), is the proportional
coefficient,and it reflects adjustment rate when modu-
|lating theweight matrix. ;" () representsthe weight
of thel” th neluronin competition layer at thetimeof .
After such processing, each neuron movesto thevec-
tor who fall into the class of forming subclasses, and
gets away from those vectors who fall into other
classes.

LVQ algorithmsprocess

LVQ algorithms of training processas shownin
Figure 1. SeenfromtheFigure 1first initialize network
variables and parameters. Input vector or training
samples.

Set

X(n) :[xl (n).x, (i’?),...,x;\,(??)]r ©)

C=
1

‘ Network mitialization

I

:1 Input to the mput vector |

}

| Calculate the continental distances between neurons and the input

I

Select weight vector from the smallest neurons |

| Commare with standard tramning data adiustment weight |

!

| In accordance with the interests of the winnins neuron |

Y
e

\\\‘\_

=

,_ Enter data
T The end of

¥

Figurel:LVQ training processdiagram

for theinput vector, or the Training sampl es.
Set

W, (n)= [u-;l (7). W, (7). Wy (r,')]T (10)
For the weight vector ; =1.2..... M. The select the
learning ratefunction 7 ( ), set n for the number of
iterations, N isthetotal number of iterations, Theweight
vectorisW(0), Learningrateis;(0). And then, select
theinput vector x from thetraining set. By Euclidean
distance the minimum standardsfor
| X =W |=min|X-W| , i=12..M (11)
Findly, look for winning neuron, thusfulfillingthe
neuronsin the competitive process. In determining the
classficationiscorrect, accordingtothelearningrulein
front of theadjustment of theweight vector of thewin-
ner neuron,adjust thelearning rate 17 ( 2 ), Determine
theiteration number ismorethan N, if n<=N can be
transferred to theinput vector input, or theend of the
iteration process.

ESTABLISHMENT OFFINANCIAL FAILURE
PREDICTION MODEL

Determining the number of training sampleswith-
out universal method, generdly, if the sampleistoo
shortyit may makethe network expression too inad-
equate, resulting in insufficient ability of network
extrapolation;but the sampleistoo many,it may lead to
sampleredundancy, whichincreasesthe network train-
ing burden, there may appear to contain information
excessand makethe overfitting phenomenon. In short,
the selection process should pay attention to therepre-
sentative and balanced sampl e, thus selecting therea-
sonable training samples. According to this
principle,adopted herefor rea dataof financial datato
construct abankruptcy prediction model from all of
China’slisting Corporation,thefinancial bankruptcy
company selected refersto the continuoustwo years
by stock market special treatment (ST) company,At
the sametime, based ontheindustry classificationfrom
other companiesin theindustry asnormal, abnormal
financia status, to most early birthday asthe bench-
mark, sdlection of thesecompaniesinthefinancid state-
ment data base hastwo years. We select 102 financial
anomalies, 481 norma companies (the same company
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indifferent yearsare cons dered different companies),
set atotal of 583 companiesto build the sample. For
reasons of spacelimitations, hereto choosethe8non
ST company and 6 ST company’ssample.

Training and test set partition

Taking al sampledatainto two parts, respectively
isthetraining and test sets. Studieshave shown that, in
the process of building the classification moddl, if the
number of training set intwo kinds of sampledatawas
equal, then the model was robust,so the training set
consists of two sampl es of the same number (ST and
non - ST companies are 5 samples). Thetest set ST
and non ST samples were 1 and 3, for the test and
evauationaccuracy of LV Q network modd inthetrain-
ing et

Selection of predictors

Prediction modd of variablesdlectionistoalarge
extent affectsthemodel ’sforecasting accuracy. Reflect
theenterprisesfinancia position of asmany asdozens
of even hundredsof variousfinancid indicators, covers
the enterprise’s solvency, profitability, capitd manage-
ment ability and growth ability and so on several as-
pectsinthefuture.

Investigation on model selection of indicatorsused
inthepast has contributed significantly in research at
homeand abroad and arerepresentative of the predic-
tor variables, fully draw on the predecessorsto out-
standing achievementsin research. By comparison,
domestic and foreign expertsand scholarsinalarge
number of research results, some high frequency of fi-
nancid indicators, and evenfinancia index prediction
modd thatissmilar.

Altman through thecombination of variablescount-
less experimentsto obtain Z famous scoremode! ; se-
lected Shanghai, deep exchange 120 listing Corpora-
tion astheresearch object, the discriminant equation
conggtsof 4finandd indexes.; Gao Peiye, Zhang Daokui
sl ected state-owned enterprisesin Shenzhen City asa
sampl e, using multivariate decision technology con-
cluded that final judgment model made of 5financia
indicators; Chen Xiao and Chen Zhihong also tested
1260 combinationsof variablesand selected 4,which
hasstronger ability to predict financial index.

Consdering the coverageand theamount of calcu-
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lation, the selection model of index, thespirit of fully
reflect thefinancia situation of theenterprise, cost esti-
mation, increase operational principleto reduce, and
theresearch achievementsof predecessors, choosethe
following 5financia indexesasLV Q predictionfeature
vector modd : therate of return on net assets, liquidity
ratio, equity ratio, total asset growth rate and working
capita ratio. Thesampledataareshownin TABLE 1.

TABLE 1: Sampledata

Total

Net assets Equity Operation

Company Flow assets

Rate of capital Capital

Type Ratio ) Growth
return Ratio ratio
rate

ST 0.25 0.31 0.27 0.19 0.12
ST 0.23 0.28 0.19 021 0.11
normal 0.75 0.61 0.75 0.50 0.50
ST 021 0.27 0.24 0.17 0.14
normal 0.78 0.60 0.68 0.50 0.52
normal 0.75 0.59 0.75 0.50 0.49
normal 0.81 0.60 0.71 0.50 0.50
ST 0.19 0.30 021 0.18 0.13
normal 0.81 0.60 0.72 0.50 0.57
ST 0.25 0.28 0.19 0.23 0.09
normal 0.73 0.55 0.67 0.50 0.61
ST 0.15 0.23 0.18 021 0.16
normal 0.72 0.61 0.73 0.50 0.62
normal 0.70 0.59 0.72 0.48 0.59

IMPLEMENTATION OF FINANCIAL
FAILURE PREDICTIONIN MATLAB

Oneadvantage of pattern recognitionisachieved
by using LV Q neural network istheinput vector does
not need to be normalized, normalized treatment. In
addition to the sampledataof al havebeenlocatedin
theintervd [0, 1], sofor thedatain TABLE 1, without
theneed for normalization processing, can bedirectly
put into training and te<t.

(1) Thetarget vector design createtheinput vec-
tor

Hereare5 of theuseof ST’ssamplesand 5 normal
company samplesasthetrainingsample, ST, 1, with2
representingnormal.
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p:

[0.250.230.750.210.780.750.81 0.19 0.81 0.25;
0.31 0.28 0.61 0.27 0.60 0.59 0.60 0.30 0.60 0.28;
0.270.190.750.24 0.68 0.750.71 0.21 0.72 0.19;
0.19 0.21 0.50 0.17 0.50 0.50 0.50 0.18 0.50 0.23;
0.12 0.11 0.50 0.14 0.52 0.49 0.50 0.13 0.57 0.09];
Thistypeof training samplesfor:
tc=[1121222121];

The category of vector TC function usingind2vec
conversion for thenetwork can usethetarget vector t:
t=ind2vec (tc);

(2) creatingaLVQ network

Neural network toolbox function used to create
LVQ network isnewlvq, createalVQ network using
thefunction.
net=newlvq (minmax (p),8,[0.50.5]);

Among them, 8 indicatesthe number of neuronsof
the network, [0.5 0.5] represents the input samples
belongto thefirst classin the dataaccounted for 50%,
belong to another category accounted for 50%, the
learning rateand learning d gorithmsget default values,
respectively is0.01 and learnlv1. Because the number
of neuronscan affect the classification performance of
network, so we need to chooseto continueto experi-
ment.

(3) Network training

The establishment of LV Q network, the need for
effectivetrainingonthenetwork. Usingtrain neurd net-
work toolbox inthe network training, training step by
1000, the training error using the default value of
0.net.trainParam.epochs=1000;

net=init (ne);

net=train (net,p,t);

Thetrainingresults.

TRAINR, Epoch 0/200

TRAINR, Epoch 2/100

TRAINR, Performancegoa met.

Vigble, thetraining function network istrainr, after
training twotimes, the network error meetstherequire-
ments. Thetraining resultsasshowninfigure2.

(4) Smulation
Simulation of thenetwork istrained usngthesmu-

lation function of SIM, check whether the network to
thetraining samplesof theinput vectorswere correctly

dassified.

Ferformance is 0, Goal is 0
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Figure2: Theresultsof training (competitivelayer unit 8)
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y=sim (net,p);

yc=vec2ind (y)

Theoutput results:

yc=1121222121

yc=tc, vishbldy classfication of network iscorrect.
Thesimulation results show that, the network classifi-
cation accuracy isvery high, thisshows, hasestablished
the LV Q neural network forecasting model based on
financid falure
(5) Thetest of the prediction model

Thetrained network needs to be tested to deter-
minewhether can be put into practica application. In
order to verify therdiability of themoded, theeffective
method for testing and inspection onit; inorder to ef-
fectively and ensurestheaccuracy of thetest result, the
test datashould be cong stent with thetraining data. By
using the cross validation method to test the model,
which is based on the LVQ network test data (1 ST
and 3normal companies) classification
p_test=
[0.730.150.720.70;
0.550.230.61 0.59;
0.670.180.730.72;

0.500.21 0.50 0.48;
0.610.16 0.62 0.59];

tc_test=[2122];

y_test=am(net,p_test);

yc_test=vec2ind (y_test)

Theoutput results;

yC test=2122

yc test=tc test,Vishbldy network conducted asuc-
cessful classification of theinput vec.

ERRORANALYSIS

(2) Through gradual training, found that when the
neuronsin thehidden layer for 6~11 network af-
ter training 2times, reached thetarget error, fast
conver gence, good effect, to meet theapplication
requirements.

Thetrainingerror curveconsisting of different num-
ber of hidden unitsof LV Q network asshownin Figure
2, 3and shown in Figure 4.By comparison, When the
competition number of neuronsis 8, faster network
convergence, draw important conclusionsthat not the

number of hidden layer neuronsthe more, the better
performance of the network. Inthetext, convergence
rate has not significantly increased asthe number of
hidden layer neurons, and speed up thetrend, such as
when thenumber of hiddenlayer neuronsincreasefrom
8to 12 o’clock, training process of network conver-
gence hasslowed.

(2) Financial failureprediction moded based on BP
network.

Based on BP network forecast can be achieved
through asingle hidden-layer BP network. Sincethe
input vector of 5financia index e ements, so thenum-
ber of neural network input layer is5, accordingtothe
Kolmogorov theorem, the network middlelayer neu-
ronscantake 11, the number of neuronsin the output
layer 1. Network middlelayer neurontransfer function
using Stypetangent function Tansig, transfer function
of output layer neurons using purelinear function of
purelin, the network parameters and training param-
etersareshownin TABLE 2 and TABLE 3 shows.

TABLE 2: Network parameters

Thetraining function  Learning function  Performance function

trainim learngdm mse

TABLE 3: Training parameters

Number of training
1000

Training obj ectives
0.0001

Learningrate
0.01

Middlelayer isdifficult to determinethe number of
neurons, which in turn isto alarge extent affect the
predictive performance of the network. Take 11 first,
then observation network performance; after respec-
tively 6 and 16, and to comparetheforecasting perfor-
mance of at thispoint, testing intermediate layer neu-
ronsnumber effect on network performance. Whenyou
minimizetheprediction error of the network, network
isthe best valuethe number of neuronsinthemiddle
tier. Network prediction error curvesasshowninfig-
ures.

(3) Comparison of LVQ network model and BP
networ k mode!

Comparativefigures2 and 3 of the network train-
ing error curve, athough both themodd trainingtimes
is1000, learning rateis 0.01, but obviously, BP net-
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work mode for training timeisvery long, training pro-
cess convergence speed isrelatively slow. Although
M SE=1.86335e-005/0.0001, the mean square error
of theoutput isvery small, but relatively larger error
model based on LV Q network, network performance
isnot O, training error did not reach 0. The experiment
results show that, comparing traditional LV Q neural
network with BP network method, traditional LVQ
neura network has high prediction accuracy, on input
vectorsto achieveasuccessful classification, hasgood
prospectsinthisarea
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Figure5: Comparison of predicted error curveof BP network

CONCLUSION

Inthefiercemarket competition, bankruptcy listed
companies at home and abroad because of thefinan-
ciad crissarecommon, oneof themgjor reasonsisthe

enterprisefaledto effectively monitor, prevent and avoid
financid risks. Therefore, enterprises should establish
effectivemechanismsfor financial forecastingto avoid
the occurrence of financial failure. This paper estab-
lished theindex system of financid failureprediction of
domesticlisting Corporation, by using the method of
LV Q neurd network, the completion of theindex sys-
tem of thefailure prediction model isestablished, and
the LV Q network modd isestablished for training and
simulation results of the MATLAB neural network
toolbox, isused to predict thelisting Corporation’sfi-
nancial situation, and the selection of the sample ob-
tained the prediction accuracy compared to thetradi-
tional BP neural network method is higher. Results
showed that themethodsarenot only effectiveand prac-
ticable.
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